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3 Key Concepts and

his chapter coversalot of ground—but, for

many of you, it is familiar ground. For
those who have taken an earlier research course,
this chapter provides a review of key terms and
steps in the research process. For those without
previous exposure to research methods, this is an
important chapter that offers basic grounding in
research terminol ogy.

Research, like any discipline, has its own
language—its own jargon. Some terms are used by
both qualitative and quantitative researchers, but
others are used predominantly by one or the other
group. To make matters more complex, much of
the jargon used in nursing research has its roots in
the social sciences, but sometimes different terms
for the same concepts are used in medical research;
we cover both but acknowledge that social science
jargon predominates.

FUNDAMENTAL
RESEARCH TERMS
AND CONCEPTS

When researchers address a problem through
research—regardless of the underlying paradigm—
they undertake a study (or an investigation). Stud-
ies involve various people working together in
different roles.

48

Steps in Qualitative
and Quantitative Research

The Faces and Places of Research

Studies with humans involve two sets of people:
those who do the research and those who provide
the information. In a quantitative study, the people
being studied are called subjects or study partici-
pants (Table 3.1). In aqualitative study, the individ-
uals cooperating in the study are called infor mants,
key informants, or study participants. Collectively,
both in quditative and quantitative studies, study
participants comprise the sample.

The person who conducts a study is the
researcher or investigator. Studies are often under-
taken by severd people. When a study is done by a
team, the person directing the study is the principal
investigator (PI). Two or three researchers collabo-
rating equally are co-investigators. Reviewers are
sometimes called on to critique astudy and offer feed-
back. If these people are at a similar level of experi-
enceto the researchers, they are peer reviewers.

In large-scale projects, dozens of individuals
may be involved in planning, managing, and con-
ducting the study. The examples of staffing config-
urations that follow span the continuum from an
extremely large project to a more modest one.

Examples of staffing on a quantitative
study: The first author of this book was involved in
a mulficomponent, interdisciplinary study of poor



TABLE 3.1

CONCEPT

Key Terms in Quantitative and Qualitative Research

QUANTITATIVE TERM
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QUALITATIVE TERM

Person Contributing
Information

Subject
Study participant

Study participant

|nformom, ke\/ informant

Person Undertaking Researcher Researcher
the Study Investigator Investigator
That Which Is = Phenomena
Being Investigated Concepts Concepts
Constructs =
Variables =
System of Organizing Theory, theorefical framework Theory

Concepts

Conceptual framework,
conceptual model

Conceptual framework,
sensifizing framework

Information Gathered

Data (numerical values)

Data (narrative descriptions)

Connections Between
Concepts

Relationships (cause-and-
effect, functional)

Patterns of association

logical reasoning processes

Deductive reasoning

Inductive reasoning

women living in four major cities (Cleveland, Los
Angeles, Miami, and Philadelphia). As part of the
sfugy, she and two colleagues preporetfo report
documenting the health problems of about 4,000
welfare mothers who were interviewed in 1998 and
again in 2001 [Polit et al., 2001). The project staff
included over 100 people, including 2 co-Pls; lead
investigators (Polit was one) of 6 project components;
over 50 inferviewers and supervisors; and dozens of
other researchers, research assistants, computer
programmers, and other support staff. Several health
consultants, including a prominent nurse researcher
(Linda Aiken), were reviewers.

Examples of staffing on a qualitative study:
Beck (2009) conducted a qualitative study focusing
on the experiences of mothers caring for their
children with a brachial plexus injury. The team con-
sisted of Beck as the PI (who gathered and analyzed
all the data), members of the United Brachial Plexus

Executive Board (who helped fo recruit mothers for
the study), a transcriber (who listened to the tape-
recorded interviews and typed them up verbatim),
and an undergraduate nursing student (who checked
the accuracy of the interview franscripts against the
fape-recorded inferviews). (Beck's study appears in ifs
entirely in the accompanying Resource Manual).

Research can be undertaken in a variety of set-
tings (the specific places where information is
gathered), and in one or more sites. Some studies
take placein naturalistic settingsin thefield, such
as in people’s homes, but some studies are donein
controlled laboratory settings. Researchers make
decisions about where to conduct a study based on
the nature of the research question and type of
information needed. Qualitative researchers are
especialy likely to engage in fieldwork in natural
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Settings because they are interested in the contexts
of people’s experiences. The siteisthe overall loca-
tion for the research—it could be an entire commu-
nity (e.g., a Haitian neighborhood in Miami) or an
institution (e.g., ahospital in Toronto). Researchers
sometimes engage in multisite studies because the
use of multiple sites offers alarger or more diverse
sample of study participants.

The Building Blocks of Research

Phenomena, Concepts, and Constructs
Research involves abstractions. For example, pain,
quality of life, and resilience are abstractions of
particular aspects of human behavior and charac-
teristics. These abstractions are called concepts or,
in qualitative studies, phenomena.

Researchers may also use the term construct.
Like a concept, a construct is an abstraction inferred
from dtuations or behaviors. Kerlinger and Lee
(2000) distinguish concepts from constructs by not-
ing that constructs are abstractions that are deliber-
ately and systematically invented (constructed) by
researchers. For example, self-care in Orem’s model
of health maintenance is a construct. The terms con-
struct and concept are sometimes used interchange-
ably but, by convention, a construct refersto amore
complex abstraction than a concept.

Theories and Conceptual Models

A theory is a systematic, abstract explanation of
some aspect of reality. Theories, which knit con-
ceptstogether into a coherent system, play arolein
both qualitative and quantitative research.

Quantitative researchers may start with atheory,
framework, or conceptual model (distinctions are
discussed in Chapter 6). Based on theory, they
make predictions about how phenomena will
behave in the real world if the theory is true. Spe-
cific predictions deduced from theory are tested
through research; results are used to support, reject,
or modify the theory.

In qualitative research, theories may be used in
various ways. Sometimes conceptual or sensitizing
frameworks, derived from qualitative research
traditions we describe later in this chapter, provide

an impetus for a study or offer an orienting world
view. In such studies, the framework helps to guide
the inquiry and to interpret gathered information.
In other qualitative studies, theory is the product of
the research: The investigators use information
from participants inductively to develop a theory
rooted in the participants experiences. The goal is
to develop a theory that explains phenomena as
they exist, not asthey are preconceived.

Variables

In quantitative studies, concepts are usually called
variables. A variable, as the name implies, is
something that varies. Weight, anxiety, and blood
pressure are variables—each varies from one per-
son to another. In fact, most aspects of humans are
variables. If everyone weighed 150 pounds, weight
would not be avariable, it would be aconstant. Itis
precisely because people and conditions do vary that
most research is conducted. Quantitative researchers
seek to understand how or why things vary, and to
learn if differences in one variable are related to
differences in another. For example, lung cancer
research is concerned with the variable of lung can-
cer, which is a variable because not everyone has
this disease. Researchers have studied factors that
might be linked to lung cancer, such as cigarette
smoking. Smoking is also a variable because not
everyone smokes. A variable, then, isany quality of
a person, group, or situation that varies or takes on
different values. Variables are the building blocks
of quantitative studies.

When an attribute is extremely varied in the
group under study, the group is heterogeneous
with respect to that variable. If the amount of vari-
ability is limited, the group is homogeneous. For
example, for the variable height, a group of 2-year-
old childrenislikely to be more homogeneous than
a group of 18-year-olds. Degree of variability or
heterogeneity of a group of people has implica-
tions for study design.

Variables may be inherent characteristics of
people, such as their age, blood type, or weight.
Sometimes, however, researchers create a variable.
For example, if aresearcher tests the effectiveness
of patient-controlled analgesia as opposed to
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intramuscular analgesia in relieving pain after
surgery, some patients would be given patient-con-
trolled analgesia and others would receive intra-
muscular analgesia. In the context of this study,
method of pain management is a variable because
different patients get different analgesic methods.

Continuous, Discrete, and Categorical Variables.
Some variables take on a wide range of values. A
person’s age, for instance, can take on values from
zero to more than 100, and the values are not
restricted to whole numbers. Continuousvariables
have values along a continuum and, in theory, can
assume an infinite number of values between two
points. Consider the continuous variable weight:
between 1 and 2 pounds, the number of values is
limitless: 1.05, 1.8, 1.333, and so on.

By contrast, a discrete variable has a finite
number of values between any two points, repre-
senting discrete quantities. For example, if people
were asked how many children they had, they
might answer O, 1, 2, 3, or more. The value for
number of children is discrete, because a humber
such as 1.5 isnot meaningful. Between 1 and 3, the
only possible valueis 2.

Other variables take on a small range of values
that do not represent a quantity. Blood type, for
example, has four values—A, B, AB, and O. Vari-
ables that take on a handful of discrete nonquanti-
tative values are categorical variables. When
categorical variables take on only two values, they
are dichotomous variables. Gender, for example,
is dichotomous: male and female.

Dependent and I ndependent Variables. Many stud-
ies seek to unravel and understand causes of phe-
nomena. Does a nursing intervention cause
improvements in patient outcomes? Does smok-
ing cause lung cancer? The presumed cause is the
independent variable, and the presumed effect is
the dependent variable. Some researchers use
the term outcome variable—the variable captur-
ing the outcome of interest—in lieu of dependent
variable.

Variability in the dependent variable is pre-
sumed to depend on variability in the independent
variable. For example, researchers study the

extent to which lung cancer (the dependent vari-
able) depends on smoking (the independent vari-
able). Or, investigators may study the extent to
which patients pain (the dependent variable)
depends on different nursing actions (the indepen-
dent variable).

Frequently, the terms independent variable and
dependent variable are used to indicate direction of
influence rather than a causal mechanism. For exam-
ple, suppose a researcher studied the mental health
of caregivers caring for spouses with Alzheimer’s
disease and found better mental health outcomes for
wives than for husbands. The researcher might be
unwilling to conclude that caregivers' mental health
was caused by gender. Yet the direction of influence
clearly runs from gender to mental health: It makes
no sense to suggest that caregivers menta health
influenced their gender! Although the researcher
cannot infer a cause-and-effect connection, it is
appropriate to conceptualize mental hedth as the
dependent variable and gender as the independent
variable, because it is the caregivers mental hedlth
that the researcher is interested in understanding,
explaining, or predicting.

Most dependent variables have multiple causes
or antecedents. If we were studying factors that
influence people’'s weight, we might consider their
height, physical activity, and diet as independent
variables. Two or more dependent variables also
may be of interest. For example, a researcher may
compare the effects of two methods of nursing care
for children with cystic fibrosis. Several dependent
variables could be used to assess treatment effec-
tiveness, such as length of hospital stay, number of
recurrent respiratory infections, and so on. It is
common to design studies with multiple indepen-
dent and dependent variables.

Variables are not inherently dependent or inde-
pendent. A dependent variablein one study could be
an independent variable in another. For example, a
study might examine the effect of a nurse-initiated
exercise intervention (the independent variable)
on osteoporosis (the dependent variable). Another
study might investigate the effect of osteoporosis
(the independent variable) on bone fracture inci-
dence (the dependent variable). In short, whether a
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variable is independent or dependent is a function
of therolethat it playsin a particular study.

Example of independent and dependent
variables: Research question: Do women with
diabetes differ from those without diabetes in terms
of cancer screening behaviors? (Marshall et al.,
2010)

Independent variable: Status of having or not having
diabefes

Dependent variable: Cancer screening behaviors

Conceptual and Operational Definitions

Study concepts need to be defined and explicated,
and dictionary definitions are seldom adequate. Two
types of definitions are of particular relevance—
conceptual and operational.

Concepts are abstractions of observable phe-
nomena, and researchers’ world views shapes how
those concepts are defined. A conceptual definition
presents the abstract or theoretical meaning of the
concepts being studied. Even seemingly straightfor-
ward terms need to be conceptually defined. The
classic example is the concept of caring. Morse
and colleagues (1990) scrutinized the works of
numerous writers to determine how caring was
defined, and identified five different classes of con-
ceptual definition: as a human trait, amoral imper-
ative, an affect, an interpersonal relationship, and a
therapeutic intervention. Researchers undertaking
studies concerned with caring need to make clear
which conceptual definition they have adopted—
both to themselves and to their readers. In qualitative
studies, conceptua definitions of key phenomena
may be the major end product of the endeavor,
reflecting the intent to have the meaning of concepts
defined by those being studied.

In quantitative studies, however, researchers clar-
ify and define concepts at the outset. This is neces-
sary because quantitative researchers must indicate
how the variables will be observed and measured.
An operational definition of aconcept specifiesthe
operations that researchers must perform to measure
it. Operational definitions should be congruent with
conceptua definitions.

Variables differ in the ease with which they
can be operationalized. The variable weight, for

example, is easy to define and measure. We might
operationally define weight as the amount that an
object weighs, to the nearest full pound. This defin-
ition designates that weight will be measured using
one system (pounds) rather than another (grams).
We could also specify that weight will be measured
using aspring scale with participantsfully undressed
after 10 hours of fasting. This operational definition
clearly indicates what we mean by the variable
weight.

Few variables are operationalized as easily as
weight. Most variables can be measured in differ-
ent ways, and researchers must choose the one that
best captures the variables as they conceptuaize
them. Take, for example, anxiety, which can be
defined in terms of both physiologic and psycho-
logical functioning. For researchers choosing to
emphasize physiologic aspects, the operational
definition might involve a physiologic measure
such asthe Palmar Swest Index. If researchers con-
ceptualize anxiety as a psychologica state, the
operational definition might involve a paper-and-
pencil measure such as the State Anxiety Scale.
Readers of research articles may not agree with
how variables were conceptualized and measured,
but definitional precision has the advantage of
communicating exactly what terms mean within
the study.

Example of conceptual and operational
definitions: Schim, Doorenbos, and Borse (2006)
fested an infervention fo expand cultural competence
among hospice workers. Cultural compefence
encompassed several aspects, such as cultural
awareness, which was conceptually defined as a
care provider's knowledge about areas of cultural
expression in which cultural groups may differ. The
researchers measured their constructs with the
Cultural Competence Assessment (CCA) instrument.
The CCA operationalizes cultural awareness by
having healthcare staff indicate their level of
agreement with such statements as, “I understand
that people from different cultural groups may define
the concept of ‘healthcare’ in different ways.”

Data
Research data (singular, datum) are the pieces of
information obtained in a study. In quantitative
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BOX 3.1 Example of Quantitative Data

Thinking about the past week, how depressed would you say you have been on a scale

from O to 10, where O means "not at all” and 10 means “the most possible”2

Question:

Data: 9 (Subject 1)
O (Subject 2)
4 (Subject 3)

studies, researchers identify variables, develop con-
ceptual and operational definitions, and then collect
relevant data. Quantitative researchers collect pri-
marily quantitative data—data in numeric form.
For example, suppose we conducted a quantitative
study in which a key variable was depression. We
might ask, “Thinking about the past week, how
depressed would you say you have been on a scale
from O to 10, where 0 means ‘not at all’ and 10
means ‘the most possible’ 7’ Box 3.1 presents quan-
titative data for three fictitious people. Subjects
provided anumber along the 0 to 10 continuum rep-
resenting their degree of depression—9 for subject
1 (a high level of depression), O for subject 2 (no
depression), and 4 for subject 3 (little depression).
The numeric values for al people, collectively,
would comprise the data on depression.

In qualitative studies, researchers collect qualita-
tive data, that is, narrative descriptions. Narrative

information can be obtained by having conversations
with participants, by making detailed notes about
how people behave in naturalistic settings, or by
obtaining narrative records, such as diaries. Suppose
we were studying depression qualitatively. Box 3.2
presents qualitetive data for three people responding
conversationally to the question, “ Tell me about how
you've been feeling lately—have you felt sad or
depressed at all, or have you generaly been in good
spirits?’ Thedataconsist of rich descriptions of each
participant’s emotiona state.

Relationships

Researchers are rarely interested in isolated con-
cepts, except in descriptive studies. For example, a
researcher might describe the percentage of patients
receiving intravenous (1V) therapy who experience
IV infiltration. In this example, the variable is IV

BOX 3.2 Example of Qualitative Data

Question:

Tell me about how you've been feeling lately—have you felt sad or depressed at all, or

have you generally been in good spirits2

Data:

"Well, actually, I've been pretty depressed lately, fo tell you the truth. | wake up each morn-

ing and | can'’t seem to think of anything to look forward to. | mope around the house all
day, kind of in despair. | just can't seem to shake the blues, and I've begun fo think | need

fo go see a shrink.” (Participant 1)

"| can't remember ever feeling better in my life. | just got promoted fo a new job that makes
me feel like | can really get ahead in my company. And I've just gotten engaged fo a really
great guy who is very special.” [Parficipant 2)

"I've had a few ups and downs the past week, but basically things are on a pretty even
keel. | don't have too many complaints.” (Parficipant 3)
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infiltration versus no infiltration. Usually, however,
researchers study phenomena in relation to other
phenomena—that is, they focus on relationships. A
relationship isabond or a connection between phe-
nomena. For example, researchers repeatedly have
found a relationship between cigarette smoking and
lung cancer. Both qudlitative and quantitative studies
examine relationships, but in different ways.

In quantitative studies, researchers examine the
relationship between the independent and depen-
dent variables. The research question asks whether
variation in the dependent variable is systematically
related to variation in the independent variable.
Relationships are usualy expressed in quantitative
terms, such as more than, less than, and so on. For
example, let us consider as our dependent variable a
person’sweight. What variables are related to (asso-
ciated with) body weight? Some possibilities are
height, caloric intake, and exercise. For each inde-
pendent variable, we can make a prediction about
its relationship to the dependent variable:

Height: Taller people will weigh more than shorter
people.

Caloric intake: People with higher caloric intake
will be heavier than those with lower caloric
intake.

Exercise: The lower the amount of exercise, the
greater will be the person’s weight.

Each statement expresses a predicted relationship
between weight (the dependent variable) and a
measurable independent variable. Terms such as
more than and heavier than imply that as we
observe a change in one variable, we are likely to
observe achangein weight. If Nate weretaller than
Tom, we would predict (in the absence of any other
information) that Nate is also heavier than Tom.

Quantitative studies can address one or more of
the following questions about rel ationships:

e Doesarelationship between varigblesexist? (e.g.,
is cigarette smoking related to lung cancer?)

e What isthe direction of the relationship between
variables? (e.g., are people who smoke more
likely or lesslikely to get lung cancer than those
who do not?)

e How strong isthe relationship between the vari-
ables? (e.g., how powerful is the link between
smoking and lung cancer? How much higher is
the risk that smokerswill develop lung cancer?)

e What is the nature of the relationship between
variables? (e.g., does smoking cause lung can-
cer? Does some other factor cause both smok-
ing and lung cancer?)

As the last question suggests, variables can be
related to one another in different ways. One type of
relationship is called a cause-and-effect (or causal)
relationship. Within the positivist paradigm, natural
phenomena are assumed not to be haphazard; they
have antecedent causes that are presumably discov-
erable. In our example about a person’s weight, we
might speculate that there is a causal relationship
between caloric intake and weight: consuming more
calories causes weight gain. As noted in Chapter 1,
many quantitative studies are cause-probing—they
seek to illuminate the causes of phenomena.

Example of a study of causal relationships:
Lin and colleagues (2010) studied whether a
therapeutic lifestyle program caused reductions in
cardiac risk factors E)Hovving coronary artery bypass
graft surgery.

Not al relationships between variables can be
interpreted as cause-and-effect relationships. There
is a relationship, for example, between a person’'s
pulmonary artery and tympanic temperatures: peo-
ple with high readings on one tend to have high
readings on the other. We cannot say, however, that
pulmonary artery temperature caused tympanic
temperature, nor that tympanic temperature caused
pulmonary artery temperature. This type of rela-
tionship is called a functional (or an associative)
relationship rather than a causal relationship.

Example of a study of functional relationships:
Al-Akour and coresearchers (2010) examined the
relationship between quality of life among Jordanian
adolescents with type 1 diabetes on the one hand,
and gender and age on the other.

Qualitative researchers are not concerned with
quantifying relationships, nor in testing causal
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relationships. Qualitative researchers seek patterns
of association asaway to illuminate the underlying
meaning and dimensionality of phenomena. Pat-
terns of interconnected themes and processes are
identified as a means of understanding the whole.

Example of a qualitative study of patterns:
Gaudine and colleagues (2010) studied HIV-related
stigma in a Vietnamese community. In-depth
inferviews were conducted with people living with
HIV, family members, community members, and
healthcare professionals. The researchers identified
four dimensions of HiV-related stigma, the
manifestation of which differed for each group.

MAJOR CLASSES
OF QUANTITATIVE
AND QUALITATIVE
RESEARCH

Researchers usually work within a paradigm that is
consistent with their world view, and that givesrise
to questionsthat excite their curiosity. The maturity
of the focal concept also may lead to one or the
other paradigm: When little is known about a topic,
a qualitative approach is often more fruitful than a
quantitative one. In this section, we briefly describe
broad categories of quantitative and qualitative
research.

Quantitative Research: Experimental
and Nonexperimental Studies

A basic distinction in quantitative studies is between
experimental and nonexperimental research. In
experimental research, researchers actively intro-
duce an intervention or treatment. In nonexperi-
mental resear ch, researchers are bystanders—they
collect data without intervening. For example, if a
researcher gave bran flakes to one group of people
and prune juice to another to eval uate which method
facilitated elimination more effectively, the study
would be experimental because the researcher
intervened in the normal course of things. If, how-
ever, aresearcher compared elimination patterns of
two groups of people whose regular eating patterns

differed—for example, some normally took foods
that stimulated bowel elimination and others did
not—there is no intervention, and the study is
nonexperimental. In medical and epidemiologic
research, an experimental study usually is called a
clinical trial, and a nonexperimental inquiry is
called an observational study. As we discuss in
Chapter 11, a randomized controlled trial or RCT
isaparticular type of clinical trial.

Experimental studies are explicitly cause-
probing—they test whether an intervention caused
changes in (affected) the dependent variable. Some-
times nonexperimental studies also seek to elucidate
or detect causal relationships, but the resulting evi-
denceis usually less conclusive. Experimental stud-
ies offer the possibility of greater control over
confounding influences than nonexperimental stud-
ies, and so, causal inferences are more plausible.

Example of experimental research: Twiss and
colleagues (2009) tested the effect of an exercise
intervention for breast cancer survivors with bone loss
on the women'’s muscle strength, balance, and fall
frequency. Some women received the 24-month
infervention, and others did not.

In this example, the researcher intervened by
giving some patients the opportunity to participate
in the exercise program, while otherswere not given
this opportunity. In other words, the researcher con-
trolled the independent variable, which in this case
was the exercise intervention.

Example of nonexperimental research:
Vallance and coresearchers (2010) studied factors
that predicted exercise and physical activity among
breast cancer survivors. They examined the association
between physical activity on the one hand and
demographic, psychosocial, and motivational factors
measured 6 months earlier on the other.

This nonexperimental study did not involve an inter-
vention. The researchers were interested in similar
variables as in the previoudy described experimen-
tal study (physical activity and exercise) and in a
similar population (patients with breast cancer), but
their intent was to explore existing relationships
rather than to evaluate an intervention.
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Qualitative Research:

Disciplinary Traditions

The magjority of qualitative studies can best be
described as qualitative descriptiveresearch. Many
quditative studies, however, are rooted in research
traditions that originated in anthropology, sociology,
and psychology. Three such traditions, prominent in
quditative nursing research, are briefly described
here. Chapter 19 provides afuller discussion of these
traditions and the methods associated with them.
The grounded theory tradition, with rootsin soci-
ology, seeksto describe and understand the key socia
psychological processes that occur in a social set-
ting. Grounded theory was developed in the 1960s
by two sociologists, Glaser and Strauss (1967). The
focus of most grounded theory studiesis on adevel-
oping socia experience—the socid and psychologi-
ca stages and phases that characterize a particular
event or episode. A mgor component of grounded
theory is the discovery of a core variable that is cen-
trad in explaining what isgoing onin that socia scene.
Grounded theory researchers strive to generate expla
nations of phenomenathat are grounded in redlity.

Example of a grounded theory study: Propp
and colleagues (2010) conducted a grounde
theory study fo examine critical healthcare feam
processes. They identified specific nurse—team
communication practices that were perceived by
feam members o enhance patient outcomes.

Phenomenology, rooted in a philosophical tra-
dition developed by Husserl and Heidegger, is con-
cerned with the lived experiences of humans.
Phenomenology is an approach to thinking about
what life experiences of people are like and what
they mean. The phenomenological researcher asks
the questions: What is the essence of this phenom-
enon as experienced by these people? Or, what is
the meaning of the phenomenon to those who
experience it?

Example of a phenomenological study:
Schachman [2010) conducted in-depth interviews fo
explore the lived experience of firsttime fatherhood
from the perspective of military men deployed to
combat regions during birth.

Ethnography is the primary research tradition
within anthropology, and provides a framework for
studying the lifeways and experiences of a defined
cultural group. Ethnographers typically engage in
extensive fieldwork, often participating in the life
of the culture under study. Ethnographic research
is in some cases concerned with broadly defined
cultures (e.g., Hmong refugee communities), but
sometimes focuses on more narrowly defined cul-
tures (e.g., the culture of an emergency depart-
ment). Ethnographers strive to learn from members
of acultural group, to understand their world view,
and to describe their customs and norms.

Example of an ethnographic study: Hessler
[2009) conducted efhnogropfic fieldwork fo
investigate physical activity and active play among
rural preschool children.

MAJOR STEPS IN A
QUANTITATIVE STUDY

In quantitative studies, researchers move from the
beginning of a study (posing a question) to the end
point (obtaining an answer) in a reasonably linear
sequence of steps that are broadly similar across
studies. In some studies, the steps overlap; in others,
certain steps are unnecessary. Still, a general flow
of activities is typical in a quantitative study
(See Figure 3.1). This section describes that flow,
and the next section describes how qualitative
studies differ.

Phase 1: The Conceptual Phase

Early steps in a quantitative study typicaly have a
strong conceptua or intellectual element. These
activities include reading, conceptualizing, theoriz-
ing, and reviewing ideas with colleagues or advisers.
During this phase, researchers call on such skills as
creativity, deductive reasoning, and afirm grounding
in previous research on the topic of interest.

Step 1: Formulating and Delimiting

the Problem

Quantitative researchers begin by identifying an
interesting, significant research problem and
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Phase 1:

The conceptual q
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. Formulating and delimiting the problem
. Reviewing the related literature

. Undertaking clinical fieldwork

. Defining the framework/developing

. Formulating hypotheses

conceptual definitions

Phase 2:
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. Selecting a research design

. Developing intervention protocols
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. Designing the sampling plan

. Specifying methods to measure research

. Developing methods to safeguard subjects
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12. Finalizing the research plan

Phase 3:
The empirical
phase

|

13. Collecting the data
14. Preparing the data for analysis

1

Phase 4:
The analytic
phase

|

15. Analyzing the data
16. Interpreting the results

!

Phase 5: The
dissemination
phase

p—| 1o

17. Communicating the findings
Utilizing the findings in practice

FIGURE 3.1 Flow of stepsin a quantitative study.

formulating research questions. Good research
depends to a great degree on good questions. In
developing research questions, nurse researchers
must attend to substantive issues (What kind of new
evidence is needed?), theoretical issues (Is there a
conceptual context for understanding this prob-
lem?), clinical issues (How could evidence from
this study be used in clinical practice?), method-
ologic issues (How can this question best be studied
to yield high-quality evidence?), and ethical issues

(Can this question be rigorously addressed without
committing ethical transgressions?).

:) TIP: Acritical ingredient in developing good research
questions is personal inferest. Begin with topics that fascinate you or
about which you have a passionate interest or curiosity.

Step 2: Reviewing the Related Literature
Quantitative research is typically conducted in the
context of previous knowledge. To contribute new
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evidence, quantitative researchers strive to under-
stand existing evidence. A thorough literature
review provides afoundation on which to base new
evidence and usually is conducted before data are
collected. For clinical problems, it may a so be nec-
essary to learn the “status quo” of current proce-
dures, and to review existing practice guidelines or
protocols.

Step 3: Undertaking Clinical Fieldwork

Unless the research problem originated in a clinical
setting, researchers embarking on a clinical nursing
study benefit from spending timein clinical settings,
discussing the problem with clinicians and adminis-
trators, and observing current practices. Clinica
fieldwork can provide perspectives on recent clinical
trends, current diagnostic procedures, and relevant
healthcare-delivery models, it can adso help
researchers better understand clients and the settings
in which care is provided. Such fieldwork can also
be valuable in gaining access to an appropriate site
or in developing methodol ogic strategies. For exam-
ple, in the course of clinica fieldwork researchers
might discover the need for research assistants who
arebilingual.

Step 4: Defining the Framework and
Developing Conceptual Definitions

Theory is the ultimate aim of science: It transcends
the specifics of a particular time, place, and group
and aims to identify regularities in the relationships
among variables. When quantitative research is per-
formed within the context of atheoretical framework,
the findings may have broader significance and util-
ity. Researchers should have a conceptud rationale
and conceptua definitions of key variables.

Step 5: Formulating Hypotheses

A hypothesis is a statement of the researcher’s
expectations or predictions about relationships
among study variables. The research question iden-
tifies the study concepts and asks how the concepts
might be related; a hypothesis is the predicted
answer. For example, the research question might
be: Is preeclamptic toxemiarelated to stress during
pregnancy? This might be translated into the fol-
lowing hypothesis; Women with high levels of

stress during pregnancy will be more likely than
women with lower stress to experience preeclamptic
toxemia. Most quantitative studies are designed to
test hypotheses through statistical analysis.

Phase 2: The Design and Planning Phase

In the second major phase of a quantitetive study,
researchers make decisions about the methods they
will use to address the research question. Researchers
usudly have congiderable flexibility in designing a
study, and they make many decisions. These method-
ologic decisons have crucia implications for the
integrity of the resulting evidence. If the methods used
to collect and analyze research data are flaved, then
the evidence from the study may havelittle value.

Step 6: Selecting a Research Design

The research design is the overall plan for obtain-
ing answers to the research questions. Many exper-
imental and nonexperimental research designs are
available. In designing the study, researchers select
a specific design and identify strategies to mini-
mize bias. Research designs indicate how often
data will be collected, what types of comparisons
will be made, and where the study will take place.
The research design is the architectural backbone
of the study.

Step 7: Developing Protocols

for the Intervention

In experimental research, researchers actively
intervene, which means that participants are
exposed to different treatment conditions. For
example, if we were interested in testing the effect
of biofeedback in treating hypertension, the inde-
pendent variable would be biofeedback compared
with either an aternative treatment (e.g., relax-
ation), or no treatment. An intervention protocol
for the study must be devel oped, specifying exactly
what the biofeedback treatment would entail
(e.g., who would administer it, how frequently,
over how long a period the treatment would last,
and so on) and what the alternative condition
would be. The goal of well-articulated protocols
is to have all people in each group treated in
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the same way. (In nonexperimental research, this
step is not necessary.)

Step 8: Identifying the Population

to be Studied

Quantitative researchers need to clarify the group
to whom study results can be generalized—that is,
they must identify the population to be studied. A
population is all the individuals or objects with
common, defining characteristics. For example, the
population of interest might be all patients under-
going chemotherapy in San Diego.

Step 9: Designing the Sampling Plan
Researchers collect data from a sample, which is a
subset of the population. Using samples is more
practical than collecting data from an entire popula-
tion, but the risk is that the sample might not reflect
the population’straits. In a quantitative study, a sam-
ple's adequacy is assessed by its size and represen-
tativeness. The qudity of the sample depends on
how typical, or representative, the sample is of the
population. The sampling plan specifies how the
sample will be selected and recruited, and how
many subjects there will be.

Step 10: Specifying Methods to Measure
Research Variables

Quantitative researchers must develop or borrow
methods to measure the research variables accurately.
Based on the conceptual definitions, researchersiden-
tify appropriate methods to operationalize variables
and collect the data. The primary methods of data col-
lection are self-reports (e.g., interviews), observations
(e.g., observing the deegp—wake state of infants), and
biophysiologic measurements. Measuring research
variables and developing a data collection plan are
chdlenging activities.

Step 11: Developing Methods to Safeguard
Human/Animal Rights

Most nursing research involves humans, and so
procedures need to be developed to ensure that the
study adheres to ethical principles. Each aspect of
the study plan needs to be scrutinized to determine
whether the rights of participants have been ade-
quately protected. A forma presentation to an
ethics committee is often required.

Step 12: Reviewing and Finalizing

the Research Plan

Before collecting their data, researchers often take
steps to ensure that plans will work smoothly. For
example, they may evaluate the readability of written
materials to determine if participants with low read-
ing skills can comprehend them, or they may pretest
their measuring instruments to see if they work well.
Normally, researchers also have their research plan
critiqued by peers, consultants, or other reviewers
before implementing it. Researchers seeking finan-
cia support submit a proposal to a funding source,
and reviewers usualy suggest improvements.

Phase 3: The Empirical Phase

The empirical phase of quantitative studiesinvolves
collecting data and preparing the data for analysis.
Often, the empirical phase is the most time-
consuming part of the investigation. Data collec-
tion typically requires many weeks, or even months,
of work.

Step 13: Collecting the Data

The actual collection of datain quantitative studies
often proceeds according to a preestablished plan.
The plan specifies where and when the data will be
gathered, procedures for describing the study to
participants, and methods for recording informa-
tion. Technological advances have expanded possi-
bilities for automating data collection.

Step 14: Preparing the Data for Analysis

Data collected in a quantitative study are rarely
amenable to direct analysis—preliminary steps are
needed. One such step is coding, which is the
process of trandlating verbal data into numeric
form. For example, patients' responses to a ques-
tion about their gender might be coded “1” for
female and “2” for male (or vice versa). Another
preliminary step involves entering the data onto
compurter files for analysis.

Phase 4: The Analytic Phase

Quantitative data are not reported in raw form
(i.e., as amass of numbers). They are subjected to
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analysis and interpretation, which occurs in the
fourth major phase of a project.

Step 15: Analyzing the Data

Quantitative researchers analyze their data through
statistical analyses, which include simple proce-
dures (e.g., computing an average) as well as ones
that are complex. Some analytic methods are com-
putationally formidable, but the underlying logic of
statistical tests is fairly easy to grasp. Computers
have eliminated the need to get bogged down with
mathematic operations.

Step 16: Interpreting the Results

Interpretation involves making sense of study
resultsand examining their implications. Researchers
attempt to explain the findingsin light of prior evi-
dence, theory, and their own clinical experience—
and in light of the adequacy of the methods,
they used in the study. Interpretation also involves
envisioning how the new evidence can best be used
in clinical practice, and what further research
is needed.

Phase 5: The Dissemination Phase

In the analytic phase, the researcher comes full cir-
cle: questions posed at the outset are answered.
Researchers' responsibilities are not completed,
however, until study results are disseminated.

Step 17: Communicating the Findings

A study cannot contribute evidence to nursing prac-
ticeif the results are not shared. Another—and often
final—task of astudy, therefore, isthe preparation of
a research report that summarizes the study.
Research reports can take various forms: disserta-
tions, journal articles, conference presentations, and
so on. Journal articles—reports appearing in such
professional journals as Nursing Research—usually
are the most useful because they are available to a
broad, international audience. We discuss journd
articles later in this chapter.

Step 18: Utilizing the Findings in Practice
Ideally, the concluding step of a high-quality study
isto plan for the use of the evidence in practice set-

tings. Although nurse researchers may not them-
selves be able to implement a plan for using the
evidence, they can contribute to the process by
including in their research reports recommenda-
tions regarding how the study evidence could be
used in practice, by ensuring that adequate infor-
mation has been provided for a meta-anaysis, and
by pursuing opportunities to disseminate the find-
ingsto clinicians.

ACTIVITIES IN A
QUALITATIVE STUDY

Quantitative research involves a fairly linear pro-
gression of tasks—researchers plan the steps to
be taken to maximize study integrity and then fol-
low those steps as faithfully as possible. In qualita-
tive studies, by contrast, the progression is closer
to a circle than to a straight line—qualitative
researchers are continually examining and inter-
preting data and making decisions about how to
proceed based on what has already been discovered
(Figure 3.2).

Because qualitative researchers have a flexi-
ble approach, it is impossible to define the flow
of activitiesin astudy precisely—the flow varies
from one study to another, and researchers
themselves do not know ahead of time exactly
how the study will proceed. We try to provide a
sense of how qualitative studies are conducted,
however, by describing some major activities
and indicating how and when they might be
performed.

Conceptualizing and Planning
a Qualitative Study

Identifying the Research Problem

Qualitative researchers usualy begin with a broad
topic area, focusing on an aspect of atopic that is
poorly understood and about which little is known.
They may not pose refined research questions at the
outset. The general topic areamay be narrowed and
clarified on the basis of self-reflection and discus-
sion with others, but researchers may proceed
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Planning the study

» Doing a literature review

* |dentifying the research problem

» Developing an overall approach
» Selecting and gaining entrée into research sites
» Developing methods to safeguard participants

Disseminating findings

e Communicating findings

« Utilizing (or making recommendations
for utilizing) findings in practice and
future research

Developing data collection strategies

» Deciding what type of data to gather and how
to gather them

» Deciding from whom to collect the data

» Deciding how to enhance trustworthiness

» Collecting data

Gathering and analyzing data

» Organizing and analyzing data

» Evaluating data: making modifications to
data collection strategies, if necessary
» Evaluating data: determining if saturation

has been achieved

FIGURE 3.2 Flow of activitiesin aqualitative study.

initially with a fairly broad research question that
allowsthefocusto be delineated more clearly, once
the study is underway.

Doing a Literature Review

Qualitative researchers do not all agree about the
value of an upfront literature review. Some
believe that researchers should not consult the lit-
erature before collecting data, because prior stud-
ies could influence conceptualization of the focal
phenomenon. In this view, the phenomena should
be explicated based on participants’ viewpoints
rather than on prior knowledge. Those sharing this
opinion often do a literature review at the end of
the study. Other researchers conduct a brief pre-
liminary review to get a general grounding. Still
others believe that a full early literature review is
appropriate. In any case, qualitative researchers
typically find a fairly small body of relevant

previous work because of the types of question
they ask.

Selecting and Gaining Entrée into

Research Sites

Before going into the field, qualitative researchers
must identify an appropriate site. For example, if
the topic is the health beliefs of the urban poor, an
inner-city neighborhood with low-income residents
must be identified. Researchers may need to
engage in anticipatory fieldwork to identify a suit-
able and information-rich environment for the
study. In some cases, researchers have ready access
to the study site, but in others, they need to gain
entrée. A site may be well suited to the needs of
the research, but if researchers cannot “get in,” the
study cannot proceed. Gaining entrée typically
involves negotiations with gatekeepers who have
the authority to permit entry into their world.
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Developing an Overall Approach in

Qualitative Studies

Quantitative researchers do not collect data until
the research design has been finalized. Qualita-
tive researchers, by contrast, use an emergent
design that materializes during the course of
data collection. Certain design features may be
guided by the qualitative research tradition
within which the researcher is working, but nev-
ertheless, few qualitative studies adopt rigidly
structured designs that prohibit changes while in
the field.

Although qualitative researchers do not always
know in advance exactly how the study will
progress, they nevertheless must have some
sense of how much time is available for field-
work and must also arrange for and test needed
equipment, such as tape recorders or laptop com-
puters. Other planning activities include such
tasks as hiring and training interviewers to assist
in the collection of data, securing interpreters if
the informants speak a different language, and
hiring appropriate consultants, transcribers, and
support staff.

Addressing Ethical Issues

Qualitative researchers, like quantitative researchers,
must also develop plans for addressing ethical
issues—and, indeed, there are specia concerns in
qualitative studies because of the more intimate
nature of the relationship that typically develops
between researchers and study participants. Chapter 7
describes these concerns.

Conducting a Qualitative Study

In qualitative studies, the tasks of sampling, data
collection, data analysis, and interpretation typi-
cally take place iteratively. Qualitative researchers
begin by talking with or observing a few people
with first-hand experience with the focal phenome-
non. The discussions and observations are loosely
structured, alowing for the expression of a full
range of beliefs, feelings, and behaviors. Analysis
and interpretation are ongoing, concurrent activi-
ties that guide choices about the kinds of people to

sample next and the types of questions to ask or
observations to make.

Data analysis involves clustering together
related types of narrative information into a coher-
ent scheme. As analysis and interpretation progress,
researchers begin to identify themes and cate-
gories, which are used to build arich description or
theory of the phenomenon. The kinds of data
obtained and the people selected as participants
tend to become increasingly purposeful as the
conceptualization is developed and refined. Concept
development and verification shape the sampling
process—as a conceptualization or theory develops,
the researcher seeks participants who can confirm
and enrich the theoretical understandings, aswell as
participants who can potentially challenge them and
lead to further theoretical development.

Quantitative researchers decide upfront how
many people to include in a study, but qualitative
researchers’ sampling decisions are guided by the
data. Qualitative researchers use the principle of
data saturation, which occurs when themes and
categories in the data become repetitive and redun-
dant, such that no new information can be gleaned
by further data collection.

Quantitative researchers seek to collect high-
quality data by using measuring instruments that
have been demonstrated to be accurate and valid.
Qualitative researchers, by contrast, must take
steps to demonstrate the trustworthiness of the data
while in the field. The central feature of these
efforts is to confirm that the findings accurately
reflect the experiences and viewpoints of partici-
pants. One confirmatory activity, for example,
involves going back to participants and sharing
preliminary interpretations with them so that they
can evaluate whether the researcher’'s thematic
analysisis consistent with their experiences.

Qualitative researchers sometimes need to develop
appropriate strategies for leaving the field. Because
qualitative researchers may develop strong relation-
ships with participants and entire communities,
they need to be sensitive to the fact that their depar-
ture might seem like aform of abandonment. Grace-
ful departures and methods of achieving closure
are important.
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Disseminating Qualitative Findings

Qualitative nursing researchers also strive to share
their findings with others at conferences and in
journa articles. Qualitative findings, because of
their depth and richness, also lend themselves to
book-length manuscripts. Regardless of researchers
positions about when a literature review should be
conducted, they usually include a summary of prior
research in their reports as a means of providing
context for the study.

Quantitative reports almost never contain raw
data—that is, datain the form they were collected,
which are numeric values. Qualitative reports, by
contrast, are usually filled with rich verbatim pas-
sages directly from participants. The excerpts
are used in an evidentiary fashion to support or
illustrate researchers interpretations and thematic
construction.

Example of raw data in a qualitative
report: langegard and Ahlberg (2009) explored
things that patients with incurable cancer had found
consoling during the course of the disease. In-depth
inferviews with 10 hospice patients revealed that a
maijor theme was acceptance, as illusirated by the
following quote:

“Talking about it is a way of getting the truth into my head. Through
putting my sifuation info words, it becomes a way of understanding and
then |'have a possibility to be consoled. If | don’t understand the
consequences of my disease, | can’t possibly be consoled ... It's not about
giving up, but it's about realizing that this is the way it is. It's over, it's
incurable” (p. 104).

Like quantitative researchers, qualitative nurse
researchers want their findings used by others.
Qualitative findings often are the basis for formu-
lating hypotheses that are tested by quantitative
researchers, for developing measuring instruments
for both research and clinical purposes, and for
designing effective nursing interventions. Qualitative
studies help to shape nurses perceptions of a prob-
lem or situation, their conceptualizations of potential
solutions, and their understanding of patients' con-
cerns and experiences.

RESEARCH JOURNAL
ARTICLES

Research journal articles, which summarize the
context, design, and results of a study, are the pri-
mary method of disseminating research evidence.
This section reviews the content and style of
research journal articles to ensure that you will be
equipped to delve into the research literature. A
more detailed discussion of the structure of journal
articlesis presented in Chapter 28, which provides
guidance on writing research reports.

Content of Journal Articles

Many quantitative and qualitative journal articles
follow a conventional organization called the
IMRAD format. This format, which loosely fol-
lows the steps of quantitative studies, involves
organizing material into four main sections—I ntro-
duction, Method, Results, and Discussion. The
main text of the report is usually preceded by an
abstract and followed by references.

The Abstract

The abstract is a brief description of the study
placed at the beginning of the article. The abstract
answers, in about 200 words, the following: What
were the research questions? What methods did the
researcher use to address the questions? What did
the researcher find? What are the implications for
nursing practice? Readers can review an abstract to
assess Whether the entire report is of interest. Some
journals have moved from traditional abstracts—
single paragraphs summarizing the study’s main
features—to dightly longer, structured abstracts
with specific headings. For example, abstracts in
Nursing Research organize study information
under the following headings: Background, Objec-
tives, Method, Results, and Conclusions.

The Introduction

The introduction communicates the research prob-
lem and its context. The introduction, which often
is not specifically labeled “Introduction,” follows
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immediately after the abstract. This section usually
describes:

e The central phenomena, concepts, or variables
under study

e The current state of evidence, based on alitera-
ture review

e Thetheoretical or conceptual framework

¢ The study purpose, research questions, or hypothe-
$sto be tested

e The study’s significance

Thus, the introduction setsthe stage for adescription
of what the researcher did and what was learned.
The introduction corresponds roughly to the con-
ceptual phase (Phase 1) of a study.

The Method Section

The method section describes the methods used to
answer the research questions. This section lays out
methodologic decisions made in the design and
planning phase (Phase 2), and may offer rationales
for those decisions. In a quantitative study, the
method section usually describes:

e Theresearch design;

e The sampling plan;

e Methods of data collection and specific instru-
ments used;

e Study procedures (including ethical safeguards);
and

e Analytic procedures and methods.

Qualitative researchers discuss many of the same
issues, but with different emphases. For example, a
quditative study often provides more information
about the research setting and the study context, and
less information on sampling. Also, because formal
instruments are not used to collect qualitative data,
there is less discussion about data collection meth-
ods, but there may be more information on data
collection procedures. Increasingly, reports of quali-
tative studies are including descriptions of the
researchers efforts to enhance therigor of the study.

The Results Section
The results section presents the findings (results)
obtained in the data analyses. The text summarizes

key findings, often accompanied by more detailed
tables or figures. Virtually all results sections con-
tain descriptive information, including a descrip-
tion of the participants (e.g., average age, percent
male/female).

In quantitative studies, the results section pro-
vides information about statistical tests, which are
used to test hypotheses and evaluate the believabil -
ity of the findings. For example, if the percentage
of smokers who smoke two packs or more daily is
computed to be 40%, how probable is it that the
percentage is accurate? If the researcher finds that
the average number of cigarettes smoked weekly is
lower for those in an intervention group than for
those not getting the intervention, how probable is
it that the intervention effect isreal ? Isthe effect of
the intervention on smoking likely to be replicated
with a new sample of smokers—or does the result
reflect a peculiarity of the sample? Statistical tests
help to answer such questions. Researchers typi-
cally report:

e The names of statistical tests used. Different
tests are appropriate for different situations, but
they are based on common principles. You do
not have to know the names of all statistical
tests—there are dozens of them—to compre-
hend the findings.

The value of the calculated statistic. Computers
are used to calculate a numeric value for the
particular statistical test used. The value alows
researchers to draw conclusions about the
meaning of the results. The actual numeric
value of the statistic, however, is not inherently
meaningful and need not concern you.

The significance. A critical piece of information
is whether the value of the statistic was signifi-
cant (not to be confused with important or clin-
icaly relevant). When researchers report that
results are statistically significant, it meansthe
findings are probably reliable and replicable
with a new sample. Research reports also indi-
cate the level of significance, which is an index
of how probable it is that the findings are reli-
able. For example, if areport saysthat afinding
was significant at the .05 level, this means that
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only 5 times out of 100 (5 + 100 = .05) would
the result be spurious. In other words, 95 times
out of 100, similar results would be obtained
with a new sample. Readers can have a high
degree of confidence—but not total assurance—
that the evidenceisreliable.

Example from the results section of a
quantitative study: Cook and colleagues (2009)
studied degree of agreement between blood glucose
values obfained by %borofor\/ analysis versus%y a
pointofcare device. Their results indicated that,
"laboratory glucose values for blood from a catheter
differed significantly from point-of-care values for
blood from the catheter (f= —9.18, p < .001)"

[p. 65). The average glucose value was 124 mg/dL
for the pointofcare analysis, compared to 114 mg/dl
for the laboratory analysis.

In this study, Cook and colleagues found that
glucose values from the lab were significantly
lower than those obtained from point-of-care
devices. The average difference of 10 mg/dL was
not likely to have been a haphazard difference, and
would probably be replicated with a new sample.
Thisfinding ishighly reliable: lessthan onetimein
1,000 (p < 0.001) would a difference this great
have occurred as a fluke. To understand this find-
ing, you do not have to understand what at statistic
is, nor do you need to worry about the actual value
of the statistic, —9.18.

Qualitative researchers often organize findings
according to the major themes, processes, or cate-
gories identified in the data. Results sections of
qualitative reports often have several subsections,
the headings of which correspond to the themes.
Excerpts from the raw data are presented to support
and provide a rich description of the thematic
analysis. The results section of qualitative studies
may also present the researcher’s emerging theory
about the phenomenon under study.

The Discussion Section

In the discussion section, researchers draw conclu-
sions about what the results mean, and how the evi-
dence can be used in practice. The discussion often
reviews study limitations and the implications of

the limitations for the integrity of the results.
Researchers are in the best position to point out sam-
ple deficiencies, design problems, weaknessesin data
collection, and so forth. A discussion section that pre-
sentsthese limitations demonstratesto readersthat the
author was aware of these limitations and probably
took them into account in interpreting the findings.

The Style of Research Journal Articles

Research reports tell a story. However, the stylein
which many research journal articles are written—
especially reports of quantitative studies—makes
it difficult for many readers to figure out or
become interested in the story. To unaccustomed
audiences, research reports may seem stuffy,
pedantic, and bewildering. Four factors contribute
to this impression:

1. Compactness. Journal space is limited, so
authors compress a lot of information into a
short space. Interesting, personalized aspects
of the study cannot be reported; in qualitative
studies, only a handful of supporting quotes
can be included.

2. Jargon. The authors of research reports use
terms that may seem esoteric.

3. Objectivity. Quantitative researchers tell their
stories objectively, often in a way that makes
them sound impersonal. For example, most
quantitative reports are written in the passive
voice (i.e, personal pronouns are avoided),
which tends to make a report less inviting and
lively than use of the active voice. Quadlitative
reports, by contrast, are more subjective and per-
sonal, and written in amore conversational style.

4. Satistical information. The magjority of nursing
studies are quantitative, and thus most reports
summarize the results of statistical analyses.
Numbers and statistical symbols can intimidate
readers who do not have statistical training.

In thistextbook, wetry to assist you in dealing with
these issues and also strive to encourage you to tell
your research stories in a manner that makes them
accessible to practicing nurses.
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Tips on Reading Research Reports

As you progress through this textbook, you will
acquire skills for evaluating various aspects of
research reports critically. Some preliminary hints
on digesting research reports follow.

e Grow accustomed to the style of research articles
by reading them frequently, even though you
may not yet understand all the technical points.

e Read from an article that has been copied (or
downloaded and printed) so that you can high-
light portions and write marginal notes.

e Read articles slowly. Skim the article first to get
major points and then read it more carefully a
second time.

e On the second reading of a journd article, train
yourself to be an active reader. Reading actively
means that you constantly monitor yourself to
assessyour understanding of what you arereading.
If you have problems, go back and reread difficult
passages or make notes so that you can ask some-
onefor clarification. In most cases, that “ someone”
will be your research instructor, but also consider
contacting researchers themsalves viae-mall.

e Keep thistextbook with you as areference while
you are reading articles so that you can look up
unfamiliar termsin the glossary or index.

e Try not to get bogged down in (or scared away
by) statistical information. Try to grasp the
gist of the story without letting numbers frus-
trate you.

e Until you become accustomed to research jour-
nal articles, you may want to “trandate” them
by expanding compact paragraphs into looser
constructions, by translating jargon into famil-
iar terms, by recasting the report into an active
voice, and by summarizing findings with words
rather than numbers. (Chapter 3 in the accom-
panying Resource Manual has an example of
such atranglation).

GENERAL QUESTIONS
IN REVIEWING A
RESEARCH STUDY

Most chapters of thisbook contain guidelinesto help
you evaluate different aspects of a research report
critically, focusing primarily on the researchers
methodologic decisions. Box 3.3 presents some
further suggestions for performing a préeliminary
overview of a research report, drawing on concepts
explained in this chapter. These guidelines supple-
ment those presented in Box 1.1, Chapter 1.

BOX 3.3 Additional Questions for a Preliminary Review of a Study

1. What is the study all aboute VWhat are the main phenomena, concepts, or constructs under

investigation?

wW N

. If the study is quantitative, what are the independent and dependent variables?
. Do the researchers examine relationships or patterns of association among variables or conceptse

Does the report imply the possibility of a causal relationshipe

(G

. Are key concepis clearly defined, both conceptually and operationally?
. What type of study does it appear fo be, in ferms of types described in this chapter: Quantitative—

experimental? nonexperimental? Qualitative —descriptive? grounded theory? phenomenology?

ethnography?

6. Does the report provide any information to suggest how long the study took fo complete?
7. Does the format of the report conform to the traditional IMRAD format? If not, in what ways does

it differe
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00000000000000000
RESEARCH EXAMPLES

In this section, we illustrate the progression of
activities and discuss the time schedule of two
studies (one quantitative and the other qualitative)
conducted by the second author of this book.

Project Schedule for a Quantitative Study

Beck and Gable (2001) undertook a study to evaluate a
scale they devel oped, the Postpartum Depression Screen-
ing Scale (PDSS).

Phase 1. Conceptual Phase:

1 Month

This phase was short, because much of the conceptual
work had been done in an earlier study, in which Beck
and Gable developed the PDSS. The literature had
already been reviewed and Beck had done extensive
fieldwork. The same framework and conceptual defini-
tionsthat had been used in thefirst study were used in the
new study.

Phase 2. Design and Planning Phase:

6 Months

The second phase included fine tuning the research
design, gaining entrée into the hospital where subjects
were recruited, and obtaining approval of the hospi-
tal’s human subjects review committee. During this
period, Beck met with statistical consultants and with
Gable, an instrument development specialist, numer-
ous times.

Phase 3. Empirical Phase:

11 Months

Data collection took almost a year to complete. The
design called for administering the PDSS to 150 mothers
at 6 weeks postpartum, and scheduling them for a psy-
chiatric diagnostic interview to determine if they were
suffering from postpartum depression. Recruitment of
the women, which occurred in prepared childbirth
classes, began 4 months before data collection. The
researchers then waited until 6 weeks after delivery to

gather data. The nurse psychotherapist, who had her own
clinical practice, was able to come to the hospital only 1
day a week to conduct the diagnostic interviews; this
contributed to the time required to achieve the desired
sample size.

Phase 4. Analytic Phase:

3 Months

Statistical tests were performed to determine a cutoff
score on the PDSS above which mothers would be
identified as having screened positive for postpartum
depression. Data analysis also was undertaken to
determine the accuracy of the PDSS in predicting
diagnosed postpartum depression. During this phase,
Beck met with Gable and statisticians to interpret
results.

Phase 5. Dissemination Phase:

18 Months

The researchers prepared and submitted their report
to the journal Nursing Research for possible publica-
tion. It was accepted within 4 months, but it was “in
press” (awaiting publication) for 14 months before
being published. During this period, the authors
presented their findings at regional and international
conferences.

Project Schedule for a
Qualitative Study

Beck (2004) conducted a phenomenological study on
women'’s experiences of birth trauma. Total time from
start to finish was approximately 3 years.

Phase 1. Conceptual Phase:

3 Months

Beck, who is renowned for her program of research on
postpartum depression, became interested in birth
trauma when she delivered the keynote address at a
conference in New Zealand. She was asked to speak on
perinatal anxiety disorders. In preparing for her
address, Beck located only a handful of articles on
birth trauma and its resulting post-traumatic stress dis-
order (PTSD). Following her keynote speech, a mother
made a riveting presentation about her experience of
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PTSD due to a traumatic childbirth. The mother, Sue
Watson, was one of the founders of Trauma and Birth
Stress (TABS), a charitable trust in New Zealand.
Watson and Beck discussed the possibility of Beck
conducting a qualitative study with the mothers who
were members of TABS. Gaining entrée into TABS
was facilitated by Watson and four other founders of
TABS.

Phase 2. Design and Planning Phase:

3 Months

Beck selected a phenomenological design to describe the
experience of atraumatic birth. Beck and Watson decided
that Beck would write an introductory letter explaining
the study, and Watson would write a letter endorsing the
study. Both letters were to be sent to mothers who were
members of TABS, asking for their cooperation. Once
the basic design was developed, the research proposa
was submitted to and approved by the ethics committee
at Beck’s university.

Phase 3. Empirical/Analytic Phases:

24 months

Data for the study were collected over an 18-month
period, during which 40 mothers sent their stories of
birth trauma to Beck via e-mail attachments. For the
next 6 months, Beck analyzed the mothers' stories.
Four themes emerged from data analysis: To care for
me: Was that too much to ask? To communicate with
me: Why was this neglected? To provide safe care:
You betrayed my trust and | felt powerless, and The
end justifies the means: At whose expense, at what
price?

Phase 4 Dissemination Phase:

9 Months

A manuscript describing this study was submitted for
publication to Nursing Research in April 2003. In June,
Beck received aletter indicating that the reviewers' rec-
ommended she revise and resubmit the paper. Six weeks
later, Beck resubmitted her revised manuscript, and in
September, she was notified that her revised manuscript
had been accepted for publication. The article was pub-
lished in the January/February 2004 issue. Beck also has

presented the findings at numerous national and interna-
tional research conferences.

SUMMARY POINTS

e The people who provide information to the
resear chers (investigators) in a study are called
subjects or study participants (in quantitative
research) or study participants or informantsin
qualitative research; collectively they comprise
the sample.

e The site is the overall location for the research;
researchers sometimes engage in multisite
studies. Settings are the more specific places
where data collection occurs. Settings can range
from totally naturalistic environments to formal
|aboratories.

¢ Researchers investigate concepts and phenom-
ena (or constructs), which are abstractions or
mental representationsinferred from behavior or
characteristics.

e Concepts are the building blocks of theories,
which are systematic explanations of some
aspect of the real world.

¢ In quantitative studies, concepts are caled vari-
ables. A variableisacharacteristic or quality that
takes on different vaues (i.e., varies from one
person to another). Groups that are varied with
respect to an attribute are heter ogeneous; groups
with limited variability are homogeneous.

e Continuous variables can take on an infinite
range of values along a continuum (e.g., weight).
Discrete variables have a finite number of val-
ues between two points (e.g., number of chil-
dren). Categorical variables have distinct
categories that do not represent a quantity (e.g.,
gender).

e The dependent (or outcome) variable is the
behavior or characteristic the researcher isinter-
ested in explaining, predicting, or affecting. The
independent variable is the presumed cause of,
antecedent to, or influence on the dependent
variable.
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A conceptual definition describes the abstract
or theoretical meaning of a concept being stud-
ied. An operational definition specifies proce-
dures required to measure a variable.
Data—information collected during a study—may
take the form of narrative information (qualitative
data) or numeric values (quantitative data).

A relationship is abond or connection between
two variables. Quantitative researchers examine
the relationship between the independent vari-
able and dependent variable.

When the independent variable causes or affects
the dependent variable, the relationship is a
cause-and-effect (or causal) relationship. In a
functional (associative) relationship, variables
arerelated in anoncausal way.

A basic distinction in quantitative studies is
between experimental research, in which
researchers actively intervene, and nonexperi-
mental (or observational) research, in which
researchers make observations of existing phe-
nomena without intervening.

Qualitative research sometimes is rooted in
research traditions that originate in other disci-
plines. Three such traditions are grounded the-
ory, phenomenology, and ethnography.
Grounded theory seeks to describe and under-
stand key social psychological processes that
occur in asocial setting.

Phenomenology focuses on the lived experi-
ences of humans and is an approach to learning
what the life experiences of people are like and
what they mean.

Ethnography provides a framework for study-
ing the meanings and lifeways of a culture in a
holistic fashion.

Quantitative researchers usually progressin a
fairly linear fashion from asking research
questions to answering them. The main phases
in aquantitative study are the conceptual, plan-
ning, empirical, analytic, and dissemination
phases.

The conceptual phase involves (1) defining the
problem to be studied, (2) doing a literature
review, (3) engaging in clinical fieldwork for

clinical studies, (4) developing a framework and
conceptua definitions, and (5) formulating
hypotheses to be tested.

The planning phase entals (6) selecting a
research design, (7) developing intervention
protocolsif the study is experimental, (8) speci-
fying the population, (9) developing asampling
plan, (10) specifying methods to measure the
research variables, (11) developing strategies to
safeguard the rights of participants, and (12)
finalizing the research plan (eg., pretesting
instruments).

The empirical phaseinvolves (13) collecting data
and (14) preparing data for analysis.

The analytic phase involves (15) analyzing data
through statistical analysisand (16) interpreting
the results.

The dissemination phase entails (17) communi-
cating the findings in aresearch report and (18)
promoting the use of the study evidence in nurs-
ing practice.

The flow of activities in a qualitative study is
more flexible and less linear. Qualitative studies
typicaly involve an emergent design that evolves
during fieldwork.

Qualitative researchers begin with a broad
question regarding a phenomenon, often focus-
ing on alittle-studied aspect. In the early phase
of a qualitative study, researchers select a site
and seek to gain entrée into it, which typi-
cally involves enlisting the cooperation of
gatekeepers.

Once in the field, researchers select informants,
collect data, and then analyze and interpret them
in an iterative fashion; field experiences help in
an ongoing fashion to shape the design of the
study.

Early analysis in qualitative research leads to
refinements in sampling and data collection,
until saturation (redundancy of information) is
achieved.

Both qualitative and quantitative researchers dis-
seminate their findings, most often in journal
articles that concisely communicate what the
researchers did and what they found.
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e Journal articles often consist of an abstract
(a brief synopsis) and four major sections
inan IMRAD format: an I ntroduction (expla-
nation of the study problem and its
context), Method section (the strategies used
to address the problem), Results section (study
findings), and Discussion (interpretation of the
findings).

e Research reports are often difficult to read
because they are dense and contain alot of jargon.
Quantitative research reports may be intimidating
at first because, compared to qualitative reports,
they are more impersonal and report on statistical
tests.

e Statistical tests are procedures for testing
research hypotheses and evaluating the believ-
ability of the findings. Findings that are statisti-
cally significant are ones that have a high
probability of being “real”

STUDY ACTIVITIES

Chapter 3 of the Resource Manual for Nursing
Research: Generating and Assessing Evidence
for Nursing Practice, 9th ed., offers study sugges-
tions for reinforcing concepts presented in
this chapter. In addition, the following questions
can be addressed in classroom or online discus-
sions:

1. Suggest ways of conceptually and opera-
tionally defining the following concepts: nurs-
ing competency, aggressive behavior, pain,
postsurgical recovery, and body image.

2. Name five continuous, five discrete, and five
categorical variables and identify which, if
any, are dichotomous.

3. In the following research problems, identify
the independent and dependent variables:

a. Does screening for intimate partner vio-
lence among pregnant women improve
birth and delivery outcomes?

b. Do elderly patients have lower pain thresh-
olds than younger patients?

c. Arethe dleeping patterns of infants affected
by different forms of stimulation?

d. Can home visits by nurses to released
psychiatric patients reduce readmission
rates?
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OVERVIEW OF
RESEARCH PROBLEMS

Studies begin much like an EBP effort—as prob-
lems that need to be solved, or as questions that
need to be answered. This chapter discusses the
development of research problems. We begin by
clarifying some relevant terms.

Basic Terminology

At ageneral level, aresearcher selects atopic or a
phenomenon on which to focus. Examples of
research topics are claustrophobia during MRI
tests, pain management for sickle cell disease, and
nutrition during pregnancy. Within these broad
topic areas are many potential research problems.
In this section, we illustrate various terms using the
topic side effects of chemotherapy.

A research problem is an enigmatic or trou-
bling condition. Researchers identify a research
problem within a broad topic area of interest. The
purpose of research is to “solve’ the problem—or
to contribute to its solution—by generating rele-
vant evidence. A problem statement articulates
the problem and describes the need for a study
through the development of an argument. Table 4.1
presents a simplified problem statement related to
the topic of side effects of chemotherapy.

Research Problems, Research
Questions, and Hypotheses

Research questions are the specific queries
researchers want to answer in addressing the prob-
lem. Research questions guide the types of data to
collect in a study. Researchers who make specific
predictions about answers to research questions
pose hypotheses that are then tested.

Many reports include a statement of purpose
(or purpose statement), which summarizes the
study goals. Researchers might also identify sev-
eral research aims or objectives—the specific
accomplishments they hope to achieve by conduct-
ing the study. The objectives include answering
research questions or testing research hypotheses,
but may also encompass broader aims (e.g., devel-
oping an effective intervention).

These terms are not always consistently defined
in research methods textbooks, and differences
among them are often subtle. Table 4.1 illustratesthe
interrel ationships among terms as we define them.

Research Problems and Paradigms

Some research problems are better suited to quali-
tative versus quantitative methods. Quantitative
studies usually focus on concepts that are fairly
well developed, about which there is an existing
body of evidence, and for which there are reliable
methods of measurement. For example, a quantita-
tive study might be undertaken to explore whether

73
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TABLE 4.1 Example of Terms Relating to Research Problems
TERM EXAMPLE
Topic/focus Side effects of chemotherapy

Research problem Nausea and vomiting are common side effects among patients on chemotherapy,

(Problem statement]

and inferventions to date have been only moderately successful in reducing

these effects. New interventions that can reduce or prevent these side effects

need to be identified.

Statement of purpose

The purpose of the study is fo test an intervention fo reduce chemotherapy-

induced side effects—specifically, to compare the effectiveness of patient-
controlled and nurse-administered antiemetic therapy for controlling nausea and
vomiting in patients on chemotherapy.

Research question

What is the relative effectiveness of patient-controlled antiemetic therapy versus

nurse-confrolled antiemetic therapy with regard to (a) medication consumption
and (b) control of nausea and vomiting in patients on chemotherapy?

Hypotheses

Subjects receiving antiemetic therapy by a patientcontrolled pump will (1) be less

nauseous, (2) vomit less, and (3) consume less medication than subjects
receiving the therapy by nurse administration.

Aims/ objectives

This study has as its aim the following objectives: (1) to develop and implement

two alternative procedures for administering antiemetic therapy for patients
receiving moderate emetogenic chemotherapy (patient controlled versus nurse
controlled), (2] fo test three hypotheses conceming the relative effectiveness of
the alternative procedures on medication consumption and confrol of side
effects, and (3) to use the findings to develop recommendations for possible
changes fo clinical procedures.

older people with chronic illness who continue
working are less (or more) depressed than those
who retire. There are relatively accurate measures
of depression that would yield quantitative infor-
mation about the level of depression in a sample of
employed and retired chronically ill older people.
Qualitative studies are often undertaken because
some aspect of a phenomenon is poorly understood,
and the researcher wants to develop a rich and
context-bound understanding of it. Qualitative stud-
ies are often initiated to heighten awareness and cre-
ate a didogue about a phenomenon. Qualitative

methods would not be well suited to comparing
levels of depression among employed and retired
seniors, but they would be ideal for exploring, for
example, the meaning of depression among chroni-
caly ill retirees. Thus, the nature of the research
question is closely alied to paradigms and to
research traditions within paradigms.

Sources of Research Problems

Where do ideas for research problems come from?
At a basic level, research topics originate with
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researchers’ interests. Because research is a time-
consuming enterprise, inquisitiveness about and
interest in a topic are essential. Research reports
rarely indicate the source of researchers inspira-
tion, but a variety of explicit sources can fuel their
curiosity, including the following:

Clinical experience. Nurses everyday clinical
experience isarich source of ideas for research
topics. Immediate problems that need a solution—
anal ogous to problem-focused triggers discussed
in Chapter 2—may generate more enthusiasm
than abstract problemsinferred from atheory, and
they have high potential for clinical significance.
Quality improvement efforts. Important clinical
guestions sometimes emerge in the context of
findings from quality improvement studies.
Personal involvement on aquality improvement
team can sometimes generate ideas for a study.
Nursing literature. Ideas for studies often come
from reading the nursing literature. Research arti-
cles may suggest problems indirectly by stimulat-
ing the reader's curiosty and directly by
identifying needed research. Familiarity with exist-
ing research or with emerging clinical issuesis an
important route to devel oping aresearch topic.
Social issues. Topics are sometimes suggested
by global social or political issues of relevance
to the healthcare community. For example, the
feminist movement raised questions about such
topics as gender equity in healthcare. Public
awareness about health disparities has led to
research on healthcare access and culturally
sensitive interventions.

Theories. Theories from nursing and related
disciplines are another source of research prob-
lems. Researchers ask, If this theory is correct,
what would | predict about people’s behaviors,
states, or feelings? The predictions can then be
tested through research.

Ideas from external sources. External sources
and direct suggestions can sometimes provide
the impetus for a research idea. For example,
ideas for studies may emerge by reviewing a
funding agency’s research priorities or from
brainstorming with other nurses.

Additionally, researchers who have developed a
program of research on atopic area may get inspi-
ration for “next steps’ from their own findings or
from a discussion of those findings with others.

Example of a problem source for a
quantitative study: Beck, one of this book's
authors, has developed a strong research program on

ostpartum depression (PPD). Beck was approached
Ey Dr. Carol LammiKeefe, a professor in nutritional
sciences, who had been researching the effect of
DHA (docosahexaemoic acid, a fat found in cold-
water fish) on fetal brain development. The literature
suggested that DHA might play a role in reducing
the severity of PPD and so the two researchers are
collaborating in a project fo test the effectiveness of
diefary su p%ements o& DHA on the incidence and
severity of PPD. Their clinical frial, funded by the
Donaghue Medical Research Foundation, is
currenily underway.

:) TIP: Personal experiences in clinical setfings are a provoca-
tive source of research ideas. Here are some hints on how to proceed:

o Watch for a recurring problem and see if you can discern a
pattern in situations that lead to the problem.

Example: Why do many patients complain of being fired after being
transferred from a coronary care unit to a progressive care unit?

o Think about aspects of your work that are frustrating or do
not result in the intended outcome —then try to identify fac-
tors contributing fo the problem that could be changed.

Example: Why is suppertime so frustrating in a nursing home?

o (ritically examine your own clinical decisions. Are they based
on tradition, or are they based on systematic evidence that
supporis their efficacy?

Example: What would happen if you used the return of flatus to
assess the return of GI motility after abdominal surgery, rather than
listening to bowel sounds?

DEVELOPING AND
REFINING RESEARCH
PROBLEMS

Unless a research problem is based on an explicit
suggestion, actual procedures for developing one
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are difficult to describe. The process is rarely a
smooth and orderly one; there are likely to be false
starts, inspirations, and setbacks. The few sugges-
tions offered here are not intended to imply that
there are techniques for making this first step easy
but rather to encourage you to persevere in the
absence of instant success.

Selecting a Topic

Developing a research problem is a creative
process. In the early stages of generating research
ideas, it is unwise to be too self-critical. It is better
to relax and jot down areas of interest as they come
to mind. It matters little if the terms you use to
remind you of the ideas are abstract or concrete,
broad or specific, technical or colloquia—the
important point is to put ideas on paper.

After this first step, the ideas can be sorted in
terms of interest, knowledge about the topics, and
the perceived feasibility of turning the topicsinto a
study. When the most fruitful idea has been
selected, the list should not be discarded; it may be
necessary to return to it.

:) TIP: The process of selecting and refining a research prob-
lem usually takes longer than you might think. The process involves
starfing with some preliminary ideas, having discussions with
colleagues and advisers, persuing the research literature, looking

at what is happening in clinical settings, and a lot of reflection.

Narrowing the Topic

Once you have identified a topic of interest, you
can begin to ask some broad questions that can lead
you to a researchable problem. Examples of ques-
tion stems that may help to focus an inquiry include
the following:

e What isgoing onwith...?

e What is the process by which . .. ?
e What isthe meaning of . . . ?

e What isthe extent of . .. ?

e What influences or causes.. . . ?

e What differences exist between . . . ?
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e What are the consequencesof . .. ?
e What factors contributeto. .. ?

Again, early criticism of ideas can be counterpro-
ductive. Try not to jump to the conclusion that anidea
sounds trivia or uninspired without giving it more
careful consideration or exploring it with others.

Beginning researchers often develop problems
that are too broad in scope or too complex for their
level of methodologic expertise. The transforma-
tion of the general topic into aworkable problemis
typically accomplished in uneven steps. Each step
should result in progress toward the goals of nar-
rowing the scope of the problem and sharpening
and defining the concepts.

As researchers move from general topics to more
specific researchable problems, multiple potentia
problems can emerge. Consider the following exam-
ple. Suppose you were working on amedical unit and
were puzzled by the fact that some patients aways
complained about having to wait for pain medication
when certain nurses were assigned to them. The gen-
eral problem area is discrepancy in patient com-
plaints regarding pain medications administered by
different nurses. You might ask: What accounts for
the discrepancy? How can | improve the situation?
These queries are not research questions, but they
may lead you to ask such questions as the following:
How do the two groups of nurses differ? What char-
acteristics do the complaining patients share? At this
point, you may observe that the ethnic background of
the patients and nurses could be relevant. This may
lead you to search the literature for studies about eth-
nicity in relation to nursing care, or it may provoke
you to discuss the observations with others. These
efforts may result in several research questions, such
asthefollowing:

¢ What is the essence of patient complaints among
patients of different ethnic backgrounds?

¢ |s the ethnic background of nurses related to
the frequency with which they dispense pain
medication?

¢ Does the number of patient complaints increase
when patients are of dissimilar ethnic back-
grounds as opposed to when they are of the
same ethnic background as nurses?
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e Do nurses' dispensing behaviors change as a
function of the similarity between their own
ethnic background and that of patients?

These questions stem from the same problem, yet
each would be studied differently; for example, some
suggest a quditative approach and others suggest a
quantitative one. A quantitative researcher might
become curious about ethnic differences in nurses
dispensing behaviors. Both ethnicity and nurses' dis-
pensing behaviors are variables that can be measured
reliably. A qualitative researcher who noticed differ-
ences in patient complaints would likely be more
interested in understanding the essence of the com-
plaints, the patients experience of frustration, or the
process by which the problem got resolved. These
are aspects of the research problem that would be dif-
ficult to quantify.

Researchers choose a problem to study based on
severa factors, including its inherent interest and
its compatibility with a paradigm of preference. In
addition, tentative problemsvary in their feasibility
and worth. A critical evaluation of ideas is appro-
priate at this point.

Evaluating Research Problems

There are no rules for making a final selection of a
research problem, but some criteria should be kept
in mind. Four important considerations are the
problem’s significance, researchability, feasibility,
and interest to you.

Significance of the Problem
A crucid factor in selecting a problem is its signif-
icance to nursing. Evidence from the study should
have potential to contribute meaningfully to nurs-
ing practice. Within the existing body of evidence,
the new study should be the right “next step.” The
right next step could involve an original inquiry,
but it could aso be a replication to answer previ-
ously asked questions with greater rigor or with
different types of people.

In evaluating the significance of an idea, the fol-
lowing kinds of questions are relevant: Isthe problem
important to nursing and its clients? Will patient care

benefit from the evidence? Will the findings chal-
lenge (or lend support to) untested assumptions? If
the answer to al these questions is “no,” then the
problem should be abandoned.

Researchability of the Problem

Not all problems are amenable to research inquiry.
Questions of a moral or ethical nature, athough
provocative, cannot be researched. For example,
should assisted suicide be legdized? There are no
right or wrong answers to this question, only points
of view. To be sure, it is possible to ask related ques-
tionsthat could be researched, such asthe following:

e What are nurses’ attitudestoward assisted suicide?

e What mora dilemmas are perceived by nurses
who might be involved in assisted suicide?

e Doterminaly ill patientsliving with high levels
of pain hold more favorable attitudes toward
assisted suicide than those with less pain?

The findings from studies addressing such ques-
tions would have no bearing on whether assisted
suicide should be legalized, but the information
could be useful in developing a better understand-
ing of the issues.

Feasibility of Addressing the Problem

A third consideration concerns feasibility, which
encompasses several issues. Not all of the follow-
ing factors are universally relevant, but they should
be kept in mind in making a decision.

Time. Most studies have deadlines or goas for
completion, so the problem must be one that can be
studied in the given time. The scope of the problem
should be sufficiently restricted so that there will be
enough time for the various steps reviewed in
Chapter 3. It is prudent to be conservative in esti-
mating time for various tasks because research
activities often require more time than anticipated.

Availability of Study Participants. In any study involv-
ing humans, researchers need to consider whether
people with the desired characteristics will be
available and willing to cooperate. Securing peo-
ple’'s cooperation is sometimes easy (e.g., getting
nursing students to complete a questionnaire), but
other situations pose more difficulties. Some people
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may not have the time or interest, and others may
not feel well enough to participate. If the research
is time-consuming or demanding, researchers may
need to exert extra effort in recruiting participants,
or may have to offer amonetary incentive.

Cooperation of Others. It may be insufficient to get
the cooperation of prospective participants alone. As
noted in Chapter 3, it may be necessary to gain
entrée into an appropriate community or setting, and
to develop the trust of gatekeepers. In institutional
settings (e.g., hospitals), accessto clients, personnel,
or records requires authorization. Most healthcare
organizations require approval of proposed studies.

Facilities and Equipment. All studies have resource
requirements, although needs are sometimes mod-
est. It is prudent to consider what facilities and
equipment will be needed and whether they will be
available before embarking on a study. For exam-
ple, if technical equipment is needed, can it be
secured, and isit functioning properly? Availability
of space, office equipment, and research support
staff may also need to be considered.

Money. Monetary needs for studies vary widely,
ranging from $100 to $200 for small student pro-
jects to hundreds of thousands of dollars for large-
scale research. If you are on alimited budget, you
should think carefully about projected expenses
before selecting a problem. Major categories of
research-related expenditures include:

¢ Personnel costs—paymentsto individuals hired
to help with the study (e.g., for conducting
interviews, coding, data entry, transcribing, word
processing)

e Participant costs—paymentsto participants asan
incentive for their cooperation or to offset their
expenses (e.g., transportation or baby-sitting
costs)

e Supplies—paper, envelopes, computer disks,
postage, audiotapes, and so on

e Printing and duplication costs—expenses for
reproducing forms, questionnaires, and so forth

¢ Equipment—Iaboratory apparatus, computers and
software, audio or video recorders, calculators,
and the like
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e Laboratory fees for the analysis of biophysio-
logic data

e Transportation costs (e.g., travel to participants
homes)

Researcher Experience. The problem should be cho-
sen from a field about which you have some prior
knowledge or experience. Researchers may struggle
with a topic that is new and unfamiliar—although
upfront clinical fieldwork may make up for certain
deficiencies. The issue of technical expertise also
should be considered. Beginning researchers with
limited methodologic skills should avoid research
problems that might require the development of
sophisticated measuring instruments or that involve
complex analyses.

Ethical Considerations. A research problem may be
unfeasible if an investigation of the problem would
pose unfair or unethical demands on participants.
An overview of major ethical considerations in
research is presented in Chapter 7 and should be
reviewed when considering the study’s feasihility.

Researcher Interest

Even if atentative problem is researchable, signifi-
cant, and feasible, there is one more criterion: your
own interest in the problem. Genuine fascination
with the chosen research problem is an important
prerequisite to a successful study. A lot of time and
energy are expended in astudy; thereislittle sense
devoting these resources to a project about which
you are not enthusiastic.

:) TIP: Beginning researchers often seek suggestions about a
topic area, and such assistance may be helpful in getting started. Nev-
ertheless, it is rarely wise to be talked into a topic toward which you
are not personally inclined. If you do not find a problem attractive or
stimulating during the beginning phases of a study, then you are
bound to regret your choice later.

COMMUNICATING
RESEARCH PROBLEMS

Every study needs a problem statement—an articu-
lation of what it isthat is problematic and that isthe
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impetusfor theresearch. Most research reports also
present either a statement of purpose, research
questions, or hypotheses, and often combinations
of these elements are included.

Many beginning researchers do not really under-
stand problem statements and may even have trou-
ble identifying them in a research article—not to
mention developing one. A problem statement is
presented early, and often begins with the very first
sentence after the abstract. Specific research ques-
tions, purposes, or hypotheses appear later in the
introduction. Typically, however, researchers begin
their inquiry with a research question or a purpose,
and then develop an argument in a problem state-
ment to present the rationale for the new research.
This section describes the wording of statements of
purpose and research questions, followed by a dis-
cussion of problem statements.

Statements of Purpose

Many researchers articulate their goals as a state-
ment of purpose, worded declaratively. The pur-
pose statement establishes the study’s general
direction and capturesits essence. It isusually easy
to identify a purpose statement because the word
purpose is explicitly stated: “The purpose of this
study was. . ."—athough sometimes the words aim,
goal, intent, or objective are used instead, as in
“The aim of this study was. .. ."

In a quantitative study, a statement of purpose
identifies the key study variables and their possible
interrelationships, as well as the population of
interest.

Example of a statement of purpose from
a quantitative study: “The primary purpose of
this study was fo determine the incidence of an
associated risk for falls and fractures among adults
12 to 60 months after they underwent RYGB
[Rouxen-Y gastric bypass) for morbid obesity”
[Berarducci et al., 2009, p. 35).

This purpose statement identifies the popul ation—
individuals who have undergone RY GB surgery—
and indicatestwo goals. Thefirst is descriptive, that
is, to describe the incidence of falls and fractures

within the population. The second is to examine the
effect of risk factors, such asuse of analgesics, diuret-
ics, and sedtives (the independent variables) on fall
and fracture incidence (the dependent variables).

In qualitative studies, the statement of purpose
indicates the key concept or phenomenon, and the
group, community, or setting under study.

Example of a statement of purpose from a
qualitative study: “The purpose of this study was to
explore the characteristics of and the contexts related
fo sexual behaviors among institutionalized residents

with dementia” (Tzeng ef al., 2009, p. 991).

This statement indicates that the central phenome-
non was the characteristics and contexts of sexua
behavior, and that the group under study was insti-
tutionalized residents with dementia.

The statement of purpose communicates more
than just the nature of the problem. Researchers’
selection of verbsin a purpose statement suggests
how they sought to solve the problem, or the state
of knowledge on the topic. A study whose purpose
is to explore or describe a phenomenon is likely
an investigation of alittle-researched topic, some-
times involving a qualitative approach such as a
phenomenology or ethnography. A statement of
purpose for aqudlitative study—especialy agrounded
theory study—may also use verbs such as under-
stand, discover, develop, or generate. Statements
of purpose in quditative studies may “encode” the
tradition of inquiry, not only through the
researcher’s choice of verbs, but also through
the use of “buzz words’ associated with those tra-
ditions, asfollows:

e Grounded theory: Processes, social structures,
social interactions

e Phenomenological studies: experience, lived
experience, meaning, essence

e Ethnographic studies: culture, roles, lifeways,
cultural behavior

Quantitative researchers al so suggest the nature of
the inquiry through their selection of verbs. A state-
ment indicating that the purpose of the study isto test
or evaluate something (e.g., an intervention) suggests
an experimental design, for example. A study whose
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purpose is to examine or explore the relationship
between two variables is more likely to involve a
nonexperimental design. In some cases, the verb is
ambiguous:. a purpose statement indicating that the
researcher’s intent is to compare could be referring
to a comparison of alternative treatments (using an
experimental approach) or a comparison of two pre-
existing groups (using anonexperimental approach).
In any event, verbs such as test, evaluate, and com-
pare suggest an existing knowledge base and quan-
tifiable variables.

Note that the choice of verbs in a statement of
purpose should connote objectivity. A statement of
purpose indicating that the intent of the study was
to prove, demonstrate, or show something suggests
abias.

:) T 1P : Inwording your statement of purpose, it may be use-
ful o look at published research articles for models. Unfortunately,
some reports fail o state unambiguously the study purpose, leaving
readers to infer the purpose from such sources as the title of the
report. In other reports, the purpose is clearly stated but may be diffi-
cult to find. Researchers most often state their purpose toward the
end of the report’s introduction.

Research Questions

Research questions are, in some cases, direct reword-
ings of statements of purpose, phrased interroga-
tively rather than declaratively, as in the following
example:

e The purpose of this study is to assess the rela-
tionship between the dependency level of rena
transplant recipients and their rate of recovery.

e What is the relationship between the depen-
dency level of renal transplant recipients and
their rate of recovery?

The question form has the advantage of sim-
plicity and directness. Questions invite an answer
and help to focus attention on the kinds of data
that would have to be collected to provide that
answer. Some research reports thus omit a state-
ment of purpose and state only research questions.
Other researchers use a set of research questions
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to clarify or lend greater specificity to a global
purpose statement.

Research Questions in Quantitative Studies

In Chapter 2, we discussed the framing of clinical
foreground questions to guide an EBP inquiry.
Many of the EBP question templates in Table 2.1
could yield questions to guide a study as well, but
researchers tend to conceptualize their questions
in terms of their variables. Take, for example, the
first question in Table 2.1, which states, “In (popu-
lation), what is the effect of (intervention) on (out-
come)? A researcher would likely think of the
question in these terms: “In (population), what is
the effect of (independent variable) on (dependent
variable)? The advantage of thinking in terms of
variables is that researchers must consciously
decide how to operationalize their variables and
how to guide an analysis strategy with their vari-
ables. Thus, we can say that in quantitative studies,
research questions identify key study variables,
the relationships among them, and the population
under study. The variables are all measurable,
quantifiable concepts.

Most research questions concern relationships
among variables, and so many quantitative research
guestions could be articulated using a general ques-
tion template: “In (population), what is the rela-
tionship between (independent variable or 1V) and
(dependent variable or DV)?' Examples of minor
variations include the following:

e Treatment, intervention: In (population), what
isthe effect of (IV: intervention) on (DV)?

e Prognosis: In (population), does (IV: disease,
condition) affect or increase the risk of (DV:
adverse consequences)?

e Causation, etiology: In (population), does (1V:
exposure, characteristic) cause or increase the
risk of (DV: disease, health problem)?

There is one important distinction between the
clinical foreground questions for an EBP-focused
evidence search as described in Chapter 2 and a
research question for an original study. Asshownin
Table 2.1, sometimes clinicians ask questions about
explicit comparisons (e.g., they want to compare
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intervention A to intervention B) and sometimes
they do not (e.g., they want to learn the effects of
intervention A, compared to any other intervention
or to the absence of an intervention). In aresearch
guestion, there must always be a designated com-
parison, because the independent variable must be
operationally defined; this definition would articu-
late exactly what is being studied.

Another distinction between EBP and research
questions is that research questions sometimes are
more complex than clinical foreground questions
for EBP. As an example, suppose that we began
with an interest in nurses’ use of humor with cancer
patients, and the effects that humor has on these
patients. One research question might be, “What is
the effect of nurses' use of humor (versus absence
of humor, the 1V) on stress (the DV) in hospitalized
cancer patients (the population)? But we might also
be interested in whether the relationship between
the IV and the DV isinfluenced by or moderated by
a third variable. For example: Does nurses’ use of
humor have a different effect on stressin male ver-
sus female patients? In this example, gender is a
moderator variable—a variable that affects the
strength or direction of an association between the
independent and dependent variable. Identifying
moderators may be important in understanding
when to expect a relationship between the IV and
DV, and often has clinical relevance. M oderator (or
moderating) variables can be characteristics of the
population (e.g., male versus female patients) or of
the circumstances (e.g., rura versus urban set-
tings). Here are examples of question templates
that involve a moderator variable (MV):

e Treatment, intervention: In (population), does
the effect of (1V: intervention) on (DV) vary by
(MV)?

e Prognosis: In (population), does the effect of
(IV: disease, condition) on (DV) vary by (MV)?

e Causation, etiology: In (population), does (1V:
exposure, characteristic) cause or increase risk
of (DV) differentially by (MV)?

When a study purpose is to understand causal
pathways, research questions may involve a medi-
ating variable—avariable that intervenes between

the IV and the DV and helps to explain why the
relationship exists. In our example, we might ask
the following: Does nurses' use of humor have a
direct effect on the stress of hospitalized patients
with cancer, or is the effect mediated by humor’s
effect on natural killer cell activity?

Some research questions are primarily descrip-
tive. As examples, here are some descriptive ques-
tions that could be answered in a study on nurses
use of humor:

e What is the frequency with which nurses use
humor as a complementary therapy with hospi-
talized cancer patients?

e What are the attitudes of hospitalized cancer
patients to nurses' use of humor?

e What are the characteristics of nurses who use
humor as a complementary therapy with hospi-
talized cancer patients?

Answers to such questions might, if addressed
in a methodologically sound study, be useful in
developing strategies for reducing stress in patients
with cancer.

Example of a research question from a
quantitative study: Robbins and colleagues
(2009) studied genc(er differences in middle school
children’s attitudes toward physical acfivity. One of
their key research questions was: Do middle school
boys and girls differ in their perceived benefits of
and barriers fto physical activity@

:) T 1P : The toolkit section of Chapter 4 of the accom-
panying Resource Manual includes a Word document that

can be “filled in" to generate many types of research questions for
both qualitative and quantitative studies.

Research Questions in Qualitative Studies

Research questions for qualitative studies state the
phenomenon of interest and the group or popula-
tion of interest. Researchers in the various qualita-
tive traditions vary in their conceptuaization of
what types of questions are important. Grounded
theory researchers are likely to ask process ques-
tions, phenomenologists tend to ask meaning ques-
tions, and ethnographers generally ask descriptive
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questions about cultures. The terms associated with
the various traditions, discussed previously in con-
nection with purpose statements, are likely to be
incorporated into the research questions.

Example of a research question from a
rhenomenological study: What is women's
ived experience of fear of childbirth? (Nilsson &

Lundgren, 2009).

Not al qualitative studies are rooted in a spe-
cific research tradition. Many researchers use qual-
itative methods to describe or explore phenomena
without focusing on cultures, meaning, or social
processes.

Example of a research question from a
descriptive qualitative study: Home and
colleagues (2010) conducted a descriptive
qualitative study that asked, What do young older
adults perceive fo be the influence of primary
healihcare professionals in encouraging exercise and
physical activify?

In qualitative studies, research questions may
evolve over the course of the study. Researchers
begin with a focus that defines the broad bound-
aries of the study, but the boundaries are not cast in
stone. The boundaries “can be altered and, in the
typical naturalistic inquiry, will be” (Lincoln &
Guba, 1985, p. 228). The naturalist begins with a
research question that provides a general starting
point but does not prohibit discovery; qualitative
researchers are sufficiently flexible that questions
can be modified as new information makes it rele-
vant to do so.

Problem Statements

Problem statements express the dilemma or trou-
bling situation that needs investigation and that pro-
vides a rationale for a new inquiry. A problem
statement identifies the nature of the problem that is
being addressed and its context and significance. A
problem statement is not merely a statement of the
purpose of the study, it isawell-structured formula-
tion of what it is that is problematic, what it is that
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“needsfixing,” or what it isthat is poorly understood.
Problem statements, especially for quantitative stud-
ies, often have most of thefollowing six components:

1. Problemidentification: What iswrong with the
current situation?

2. Background: What is the context of the prob-
lem that readers need to understand?

3. Scope of the problem: How big a problemisit,
how many people are affected?

4. Consequences of the problem: What is the cost
of not fixing the problem?

5. Knowledge gaps: What information about the
problem islacking?

6. Proposed solution: What is the basis for believ-
ing that the proposed study would contribute to
the solution of the problem?

:) T 1P : The toolkit section of Chapter 4 of the accom-
panying Resource Manual includes these questions in a Word
document that can be “filled in” and reorganized as needed, as an
aid to developing a problem statement.

Suppose our topic was humor as a complimen-
tary therapy for reducing stress in hospitalized
patients with cancer. Our research question is,
“What is the effect of nurses’ use of humor on
stress and natural killer cell activity in hospitalized
cancer patients?’ Box 4.1 presents a rough draft of
a problem statement for such a study. This problem
statement is a reasonable first draft. The draft has
several, but not all, of the six components.

Box 4.2 illustrates how the problem statement
could be strengthened by adding information about
scope (component 3), long-term consequences (com-
ponent 4), and possible solutions (component 6).
This second draft builds amore compelling argument
for new research: millions of people are affected by
cancer, and the disease has adverse consequences not
only for those diagnosed and their families, but also
for society. The revised problem statement aso
describes preliminary findings on which the new
study might build.

Asthis example suggests, the problem statement
isusually interwoven with supportive evidence from
the research literature. In many research articles, it
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BOX 4.1 Draft Problem Statement on Humor and Stress

A diagnosis of cancer is associated with high levels of stress. Sizeable numbers of patients who receive a
cancer diagnosis describe feelings of uncertainty, fear, anger, and loss of control. Inferpersonal relationships,
psychological functioning, and role performance have all been found fo suffer following cancer diagnosis
and freatment.

A variety of alternative/complementary therapies have been developed in an effort to decrease the
harmful effects of stress on psychological and physiological functioning, and resources devoted fo these ther-
apies [money and staff) have increased in recent years. However, many of these therapies have not been
carefully evaluated to determine their efficacy, safety, or cost effectiveness. For example, the use of humor
has been recommended as a therapeutic device to improve quality of life, decrease stress, and perhaps
improve immune functioning, but the evidence fo justify its popularity is scant.

is difficult to disentangle the problem statement societies. Problems such as cardiovascular and

from the literature review, unless there is a subsec- coronary heart disease, obesity, diabetes, and cancer
tion specifically labeled “ Literature Review.” account for more than half of deaths (©0%) and nearly
Problem statements for a qualitative study simi- half (47%) of the burden of disease worldwide [17] . ..
; As prevention is a priority, the impact that children’s
!arly express the nature of the problem, its context, activity levels and diet could have on their current and
its scope, and information needed to address it, as future health is of special concem [3] . . . Parents have
in this example with bracketed citations: a great influence on food P] and activity [6,7]
choices and behaviours of their offspring . . . This
Example of a problem statement from a study used a qualitative design . . . fo investigate how

mothers and fathers contributed to food and activity
choices and maintenance of a healthy lifestyle in
children” (LopezDicastillo et al., 2010).

qualitative study: "An unhealthy diet and lack of
activity are two of the maijor risk factors responsible for
increases in non-communicable diseases in modem

BOX 4.2 Some Possible Improvements to Problem Statement on Humor and Stress

Each year, more than 1 million people are diagnosed with cancer, which remains one of the top causes of
death among both men and women (citations). Numerous studies have documented that a diagnosis of can-
cer is associated with high levels of stress. Sizeable numbers of patients who receive a cancer diagnosis
describe feelings of uncertainty, fear, anger, and loss of control (citations). Inferpersonal relationships,
psychological functioning, and role performance have all been found to suffer following cancer diagnosis
and treatment (citations). These sfressful outcomes can, in turn, adversely affect health, longterm prognosis,
and medical costs among cancer survivors (cifations).

A variety of alternative/complementary therapies have been developed in an effort to decrease the harm-
ful effects of stress on psychological and physiological funcfioning, and resources devoted fo these therapies
[money and staff) have increased in recent years [citations). However, many of these therapies have not been
carefully evaluated to defermine their efficacy, safety, or cost effectiveness. For example, the use of humor has
been recommended as a therapeutic device fo improve quality of life, decrease stress, and perhaps improve
immune functioning [citations), but the evidence fo justify its popularity is scant. Preliminary findings from @
recent smallscale endocrinology study with a healthy sample exposed to a humorous intervention (citation),
however, holds promise for further inquiry with immunocompromised popu|oﬂons4
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Qualitative studies that are embedded in apartic-
ular research tradition usually incorporate terms and
concepts in their problem statements that fore-
shadow their tradition of inquiry (Creswell, 2006).
For example, the problem statement in a grounded
theory study might refer to the need to generate a
theory relating to social processes. A problem state-
ment for a phenomenological study might note the
need to gain insight into people’s experiences or the
meanings they attribute to those experiences. And
an ethnographer might indicate the need to under-
stand how cultural forces affect people’s behavior.

RESEARCH
HYPOTHESES

A hypothesis is a prediction, almost always a pre-
diction about the relationship between variables. In
qualitative studies, researchers do not have an a
priori hypothesis, in part because there is too little
known to justify a prediction, and in part, because
qualitative researchers want theinquiry to be guided
by participants’ viewpoints rather than by their own
hunches. Thus, our discussion here focuses on
hypothesesin quantitative research.

Function of Hypotheses in
Quantitative Research

Research questions, as we have seen, are usually
queries about relationships between variables.
Hypotheses are predicted answers to these queries.
For instance, the research question might ask: Does
sexual abuse in childhood affect the development of
irritable bowel syndrome in women? The researcher
might predict the following: Women who were sexu-
ally abused in childhood have a higher incidence of
irritable bowel syndrome than women who were not.

Hypotheses sometimesfollow from atheoretical
framework. Scientists reason from theories to
hypotheses and test those hypotheses in the red
world. The validity of atheory isevaluated through
hypothesis testing. Take, as an example, the theory
of reinforcement, which maintains that behavior
that is positively reinforced (rewarded) tends to be
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learned or repeated. If the theory isvalid, it should
be possible to make predictions about human
behavior. For example, the following hypothesisis
deduced from reinforcement theory: Pediatric
patients who are given a reward (e.g., a balloon or
permission to watch television) when they cooper-
ate during nursing procedures tend to be more
cooperative during those procedures than nonre-
warded peers. The theory gains support if the
hypothesisis confirmed.

Not all hypotheses are derived from theory. Even
in the absence of atheory, well-conceived hypothe-
ses offer direction and suggest explanations. For
example, suppose we hypothesized that the inci-
dence of bradycardiain extremely low-birth-weight
infants undergoing intubation and ventilation would
be lower using the closed tracheal suction system
(CTSS) than using the partially ventilated endotra-
cheal suction method (PVETS). We could justify
our speculation based on earlier studies or clinica
observations, or both. The development of predic-
tionsin and of itself forces researchersto think log-
ically, to exercise critical judgment, and to tie
together earlier research findings.

Now, let us suppose the preceding hypothesisis
not confirmed: We find that rates of bradycardiaare
similar for both the PVETS and CTSS methods.
The failure of data to support a prediction forces
researchers to analyze theory or previous research
critically, to carefully review the limitations of the
study’s methods, and to explore alternative expla-
nations for the findings. The use of hypotheses in
quantitative studies tendsto induce critical thinking
and to facilitate understanding and interpretation of
the data.

To illustrate further the utility of hypotheses,
suppose we conducted the study guided only by
the research question, Is there a relationship
between suction method and rates of bradycardia?
Theinvestigator without a hypothesisis apparently
prepared to accept any results. The problem is that
it is amost aways possible to explain something
superficially after the fact, no matter what the find-
ings are. Hypotheses guard against superficiality
and minimize the risk that spurious results will be
mi sconstrued.
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Characteristics of Testable Hypotheses

Testable hypotheses state the expected relationship
between the independent variable (the presumed
cause or antecedent) and the dependent variable (the
presumed effect or outcome) within a population.t

Example of a research hypothesis: Moore
and coresearchers (2009) tested patency fime in
longterm indwelling urethral catheters among
patients in three groups: those receiving standard
care, a normal saline washout, or an acidic washout
solution. The researchers hypothesized that time to
first cathefer change woulJbe longest among
patients who had the acidic washout solufion.

In this example, the population is patients with
long-term indwelling urethral catheters, the inde-
pendent variable is method of managing blockages,
and the dependent variable is the length of time
elapsed until first catheter change. The hypothesis
predicts that these two variables are related within
the population—Ilonger catheter life was expected
for those receiving the acidic washout solution.

When researchers’ hypotheses do not make a
relational statement, the hypothesis is difficult to
test. Take the following example: Pregnant women
who receive prenatal instruction regarding post-
partum experiences are not likely to experience
postpartum depression. This statement expresses
no anticipated relationship. There is only one vari-
able (postpartum depression), and arelationship by
definition requires at least two variables.

The problem isthat without a prediction about an
anticipated relationship, the hypothesisis difficult to
test using standard procedures. In our example, how
would we know whether the hypothesis was
supported—what standard could be used to decide
whether to accept or rgject it? To illustrate this con-
cretely, suppose we asked a group of mothers who
had been given instruction on postpartum experi-
ences the following question 1 month after delivery:
On the whole, how depressed have you been since
you gave hirth? Would you say (1) extremely

1t is possible to test hypotheses about the value of asingle vari-
able, but this happens rarely. See Chapter 17 for an example.

depressed, (2) moderately depressed, (3) a little
depressed, or (4) not at all depressed?

Based on responses to this question, how could
we compare the actual outcome with the predicted
outcome? Would all the women have to say they
were “not at all depressed?’ Would the prediction
be supported if 51% of the women said they were
“not at all depressed” or “a little depressed?” It is
difficult to test the accuracy of the prediction.

A test is simple, however, if we modify the pre-
diction to the following: Pregnant women who
receive prenatal instruction are lesslikely to experi-
ence postpartum depression than those with no pre-
natal instruction. Here, the dependent variableisthe
women'’s depression, and the independent variable
is receipt versus nonreceipt of prenatal instruction.
The relational aspect of the prediction is embodied
in the phrase less than. If a hypothesis lacks a
phrase such as more than, less than, greater than,
different from, related to, associated with, or some-
thing similar, it is probably not amenable to testing
in a quantitative study. To test this revised hypothe-
sis, we could ask two groups of women with differ-
ent prenatal instruction experiences to respond to
the question on depression and then compare the
groups responses. The absolute degree of depres-
sion of either group would not be at issue.

Hypotheses should be based on judtifiable ratio-
nales. Hypotheses often follow from previous
research findings or are deduced from atheory. When
a relatively new area is being investigated, the
researcher may have to turn to logical reasoning or
clinical experienceto justify predictions.

The Derivation of Hypotheses

Many students ask, How do | go about developing
hypotheses? Two basic processes—induction and
deduction—are the intellectual machinery involved
in deriving hypotheses.

An inductive hypothesis is a generalization
inferred from observed relationships. Researchers
observe certain patterns or associations among
phenomena and then make predictions based on the
observations. Related literature should be exam-
ined to learn what is known on a topic, but an
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important source for inductive hypotheses is clinical
experiences, combined with critical analysis. For
example, a nurse might notice that presurgica
patients who ask alot of questions about pain or who
express pain-related fears have a more difficult time
than other patientsin learning appropriate postopera-
tive procedures. The nurse could formulate a testable
hypothesis, such as: Petients who are stressed by fear
of pain will have more difficulty in deep breathing
and coughing after their surgery than patients who
are not stressed. Qulitative studies are an important
source of inspiration for inductive hypotheses.

Example of deriving an inductive
hypothesis: In Beck and Watson's (2008)
qualitative study on the impact of birth trauma on
breastfeeding, one of their findings was that many
mothers who had experienced birth frauma
experienced infrusive, unwelcome flashbacks that
caused them great disfress. A hypothesis that can
be derived from this qualitative }/inding might be
as follows: VWomen who experience a traumatic
childbirth have more flashbacks of their labor and
delivery during breastfeeding than women who do
nof experience birth frauma.

Deduction is the other mechanism for deriving
hypotheses. Theories of how phenomena interre-
late cannot be tested directly but researchers can,
through deductive reasoning, develop hypotheses
based on theoretical principles. Inductive hypothe-
ses begin with specific observations and move toward
generalizations. Deductive hypotheses have theo-
ries as a starting point. Researchers ask: If this the-
ory is vaid, what are the implications for the
variables of interest? Researchers deduce that if the
general theory istrue, then certain outcomes can be
expected. Specific predictions derived from general
principles must then be subjected to testing through
data collection and analysis. If hypotheses are sup-
ported, then the theory is strengthened.

The advancement of nursing knowledge depends
on both inductive and deductive hypotheses. Ide-
ally, an iterative process is set in motion wherein
observations are made (e.g., in a qualitative study),
inductive hypotheses are formulated, systematic
observations are made to test the hypotheses,
theories are developed on the basis of the results,
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deductive hypotheses are formul ated from the theory,
new data are gathered, theories are modified, and so
forth. Researchers need to be organizers of concepts
(think inductively), logicians (think deductively), and
critics and skeptics of resulting formulations, con-
stantly demanding evidence.

Wording of Hypotheses

A good hypothesisis worded clearly and concisely,
and in the present tense. Researchers make predic-
tions about relationships that exist in the popula-
tion, and not just about a relationship that will be
revealed in a particular sample. There are various
types of hypotheses.

Simple versus Complex Hypotheses

In this book, we define a simple hypothesis as a
hypothesis that states an expected relationship
between one independent and one dependent vari-
able. A complex hypothesis is a prediction of a
relationship between two or more independent
variables and/or two or more dependent variables.

Simple hypotheses state a relationship between
oneindependent variable, whichwewill call X, and
one dependent variable, which we will call Y. Yis
the predicted effect, outcome, or consequence of X,
which is the presumed cause or antecedent. This
relationship is shown graphically in Figure 4.1A.
The circles represent variables X and Y, and the
hatched area designates the strength of the relation-
ship between them. If there were a one-to-one cor-
respondence between X and Y, the two circles
would overlap completely. If the variables were
unrelated, the circles would not overlap at all. The
previously cited study of catheter patency time in
three catheter management groups (Moore et al.,
2009) illustrates a simple hypothesis.

Most phenomena are affected by a multiplicity
of factors. A person's weight, for example, is
affected simultaneously by such factors as height,
diet, bone structure, activity level, and metabolism.
If Y in Figure 4.1A was weight, and X was a per-
son’s caoric intake, we would not be able to
explain or understand individual variation in
weight very well. For example, knowing that Nate
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FIGURE 4.1 Schematic representation of various hypothetical relationships. (X = Independent variable;

Y = Dependent variable.)

O'Hara's daily caloric intake averages 2,500 calo-
ries would not permit a good prediction of his
weight. Knowledge of other factors, such as
his height, would improve the accuracy with which
his weight could be predicted.

Figure 4.1B presents a schematic representation
of the effect of two independent variables (X; and
X5) on one dependent variable (Y). To pursue the
preceding example, the hypothesis might be: Taller
people (X;) and people with higher caloric intake
(X5) weigh more () than shorter people and those
with lower caloric intake. As the figure shows, a
larger proportion of the area of Y is hatched when
there are two independent variables than when

there is only one. This means that caloric intake
and height do a better job in helping us explain
variation in weight (Y) than caloric intake aone.
Complex hypotheses have the advantage of allow-
ing researchers to capture some of the complexity
of thereal world.

Just as a phenomenon can result from more
than one independent variable, so a single inde-
pendent variable can influence more than one phe-
nomenon, as illustrated in Figure 4.1C. A number
of studies have found, for example, that cigarette
smoking (the independent variable, X), can lead to
both lung cancer (Y,) and coronary disorders (Y.).
Complex hypotheses are common in studies that
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try to assess the impact of a nursing intervention
on multiple outcomes.

Example of a complex hypothesis—
multiple dependent variables: Lundberg and
colleagues (2009) hypothesized that mental health
pafients who experienced stigmatizing rejection
experiences [X] would, compared fo ﬁwose without
such experiences, have lower self-esteem [Y;],
lower sense of empowerment [Y5], and lower
sense of coherence [Y5].

A more complex type of hypothesis, which links
two or more independent variables to two or more
dependent variables, is shown in Figure 4.1D. An
example might be a hypothesis that smoking and
the consumption of alcohol during pregnancy
might lead to lower birth weights and lower Apgar
scoresin infants.

Hypotheses are also complex if mediating or
moderator variables are included in the prediction.
For example, it might be hypothesized that the
effect of caloric intake (X) on weight (Y) is moder-
ated by gender (2)—that is, the relationship
between height and weight is different for men and
women. Or, we might predict that the effect of
ephedra (X) on weight (Y) is indirect, mediated by
ephedra’s effect on metabolism (2).

Directional versus

Nondirectional Hypotheses

Hypotheses can be stated in a number of ways, as
in the following examples:

1. Older patients are more at risk of experiencing
afall than younger patients.

2. There is a relationship between the age of a
patient and the risk of falling.

3. The older the patient, the greater the risk that
he or she will fall.

4. Older patients differ from younger ones with
respect to their risk of falling.

5. Younger patients tend to be less at risk of afall
than older patients.

6. Therisk of falling increases with the age of the
patient.

In each example, the hypothesisindicates the popula
tion (patients), the independent variable (patients
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age), the dependent variable (afal), and the antici-
pated relationship between them.

Hypotheses can be either directiona or nondi-
rectional. A directional hypothesisis one that spec-
ifies not only the existence but aso the expected
direction of the relationship between variables. In
the six versions of the hypothesis, versions 1, 3, 5,
and 6 are directional because there is an explicit
prediction that older patients are at greater risk of
falling than younger ones.

A nondirectional hypothesis, by contrast, does
not state the direction of the relationship. Versions 2
and 4 intheexampleillustrate nondirectional hypothe-
ses. These hypotheses state the prediction that a
patient’s age and risk of faling are related, but they
do not stipulate whether the researcher thinks that
older patients or younger ones are at greater risk.

Hypotheses derived from theory are almost
always directional because theories provide aratio-
nale for expecting variables to be related in a cer-
tain way. Existing studies also offer a basis for
directional hypotheses. When there is no theory or
related research, when findings of prior studies are
contradictory, or when researchers’ own experience
leads to ambivalence, nondirectional hypotheses
may be appropriate. Some people argue, in fact,
that nondirectional hypotheses are preferable
because they connote impartiality. Directional
hypotheses, it is said, imply that researchers are
intellectually committed to certain outcomes, and
such a commitment might lead to bias. This argu-
ment fails to recognize that researcherstypically do
have hunches about outcomes, whether they state
those expectations explicitly or not. We prefer
directional hypotheses—when thereis areasonable
basis for them—because they clarify the study’s
framework and demonstrate that researchers have
thought critically about the phenomena under
study. Directiona hypotheses may also permit a
more sensitive statistical test through the use of a
one-tailed test—a rather fine point we discuss in
Chapter 17.

Research versus Null Hypotheses
Hypotheses can be described as either research
hypotheses or null hypotheses. Resear ch hypotheses
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(also called substantive or scientific hypotheses) are
statements of expected relationships between vari-
ables. All hypotheses presented thus far are research
hypotheses that indicate actual expectations.

Statistical inference uses a logic that may be
confusing. This logic requires that hypotheses be
expressed as an expected absence of a relation-
ship. Null hypotheses (or statistical hypotheses)
state that there is no relationship between the inde-
pendent and dependent variables. The null form of
the hypothesis used in our example might be:
“Patients’ ageisunrelated to their risk of falling” or
“Older patients are just as likely as younger
patientsto fall.” The null hypothesis might be com-
pared with the assumption of innocence of an
accused criminal in English-based systems of jus-
tice: The variables are assumed to be “innocent” of
any relationship until they can be shown “guilty”
through appropriate statistical procedures. The null
hypothesis represents the formal statement of this
assumption of innocence.

:) T 1P : Avoid stating hypotheses in null form in a proposal or
a report, because this gives an amateurish impression. When statisti-
cal tests are performed, the underlying null hypothesis is assumed
without being explicitly stated.

Hypothesis Testing

Researchers seek evidence through statistical analy-
sisthat their research hypotheses have a high proba-
bility of being correct. However, hypotheses are
never proved through hypothesistesting; rather, they
are accepted or supported. Findings are always ten-
tative. Certainly, if the same results are replicated in
numerous studies, then greater confidence can be
placed in the conclusions. Hypotheses come to
be increasingly supported with mounting evidence.
Let uslook at why thisis so. Suppose we hypoth-
esized that height and weight are related. We pre-
dict that, on average, tall people weigh more than
short people. We then obtain height and weight
measurements from a sample and analyze the data.
Now, suppose we happened by chanceto get asam-
ple that consisted of short, heavy people, and tall,

thin people. Our results might indicate that thereis
no relationship between height and weight. Would
we be justified in stating that this study proved that
height and weight are unrelated?

As another example, suppose we hypothesized
that tall nurses are more effective than short ones.
In reality, we would expect no relationship
between height and a nurse's job performance.
Now, suppose that, by chance again, we drew a
sample in which tall nurses received better job
evaluations than short ones. Could we conclude
that height is related to a nurse's performance?
These two examples illustrate the difficulty of
using observations from a sample to generalize to
apopulation. Other issues, such as the accuracy of
the measures and the effects of uncontrolled vari-
ables prevent researchers from concluding with
finality that hypotheses are proved.

:) T1P: If aresearcher uses any statistical fests (as is frue in
most quantitative studies), it means that there are underlying
hypotheses — regardless of whether the researcher explicitly stated
them — because statistical tests are designed to test hypotheses. In
planning a quantitative study of your own, do not be afraid to make
predictions, that is, fo state hypotheses.

CRITIQUING
RESEARCH PROBLEMS,
RESEARCH QUESTIONS,
AND HYPOTHESES

In critiquing research articles, you need to evaluate
whether researchers have adequately communi-
cated their problem. The delineation of the prob-
lem, purpose statement, research questions, and
hypotheses sets the stage for the description of
what was done and what was learned. Ideally, you
should not have to dig too deeply to decipher the
research problem or to discover the questions.

A critique of the research problem is multidi-
mensional. Substantively, you need to consider
whether the problem is significant and has the
potential to produce evidence to improve nursing
practice. Studies that build in a meaningful way on
existing knowledge are well-poised to contribute to
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BOX 4.3 Guidelines for Critiquing Research Problems, Research

Questions, and Hypotheses
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1. What is the research problem? Is the problem statement easy fo locate and is it clearly stated? Does the
problem statement build a cogent and persuasive argument for the new study?
2. Does the problem have significance for nursing@ How might the research contribute to nursing practice,

administration, education, or policy?

3. Is there a good fit between the research problem and the paradigm within which the research was con-
ducted? Is there a good fit between the problem and the qualitative research tradition (if applicable2

4. Does the report formally present a statement of purpose, research question, and/or hypotheses? Is this
information communicated clearly and concisely, and is it placed in a logical and useful location?

5. Are purpose statements or questions worded appropriately? For example, are key concepts/variables
identified and is the population of interest specified? Are verbs used appropriately o suggest the nature

of the inquiry and/or the research tradition?

6. If there are no formal hypotheses, is their absence justified? Are statistical tests used in analyzing the

data despite the absence of stated hypotheses?

7. Do hypotheses |if any) flow from a theory or previous research? Is there a justifiable basis for the predic-

tions?

8. Are hypotheses [if any) properly worded—do they state a predicted relationship between two or more
variablese Are they directional or nondirectional, and is there a rationale for how they were stated? Are

they presented as research or as null hypotheses?

evidence-based nursing practice. Researchers who
develop a systematic program of research, building
on their own earlier findings, are especialy likely to
make important contributions (Conn, 2004). For
example, Beck’s series of studiesrelating to postpar-
tum depression have influenced women'’s healthcare
worldwide. Also, research problems stemming from
established research priorities (Chapter 1) have a
high likelihood of yielding important new evidence
for nurses because they reflect expert opinion about
areas of needed research.

Another dimension in critiquing the research
problem is methodologic—in particular, whether
the research problem is compatible with the chosen
research paradigm and its associated methods. You
should also evaluate whether the statement of pur-
pose or research questions have been properly
worded and lend themselves to empirical inquiry.

In aquantitative study, if the research article does
not contain explicit hypotheses, you need to con-
sider whether their absence is justified. If there are
hypotheses, you should evaluate whether they are

logically connected to the problem and are consis-
tent with existing evidence or relevant theory. The
wording of hypotheses should also be assessed. To
be testable, the hypothesis should contain a predic-
tion about the relationship between two or more
measurable variables. Specific guidelines for cri-
tiquing research problems, research questions, and
hypotheses are presented in Box 4.3.

00000000000000000
RESEARCH EXAMPLES

This section describes how the research problem and
research gquestions were communicated in two nurs-
ing studies, one quantitative and one qualitative.

Research Example of a Quantitative Study

Study: The relationship among self-esteem, stress, cop-
ing, eating behavior, and depressive mood in adoles-
cents (Martyn-Nemeth et al., 2009).
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Problem Statement: “The prevalence of adolescent over-
weight hasincreased from 5% to 17% over the past 30
years in the United States. . . There are serious long-
term health consequences for adolescents who are
overweight . . . In addition, all overweight adol escents
are at increased risk for depressive mood and clinical
depression. Overweight adolescents tend to remain
overweight as adults, with an increased risk of
diabetes, cardiovascular disease, and cancer ... The
overall estimated economic burden of obesity in the
nation for the year 2002 was 93 hillion dollars. . . Self-
esteem is associated with overeating and weight gain
in adolescents, and stress-induced eating and inade-
quate coping skills have been related to overeating and
obesity in adults. . . Important questions remain about
the relationship of self-esteem, stress, social support,
and coping to eating patterns in racially/ethnically
diverse male and female adolescents’ (p. 98).

Statement of Purpose: The purpose of this study “was
to examine relationships among self-esteem, stress,
social support, and coping, and to test amodel of their
effects on eating behavior and depressive mood in a
sample of high school students’ (p. 96).

Research Questions: The authors posed three research
questions about relationships among the study variables
(e.g., “Does the use of food as a coping mechanism
relateto being overweight?’ p. 99) Onequestion focused
on amediating variable: “Does coping mediate the rela-
tionship of low self-esteem, increased stress, and
decreased socid support with the outcomes of unhealthy
eating behavior and depressive mood” (p. 99).

Hypotheses: It was hypothesized that adolescentswith low
self-esteem, increased stress, and decreased social sup-
port would predominantly use avoidance mechanisms
of coping, which would in turn mediate the negative
outcomes of unhealthy eating and depressive mood.

Study Methods: The study was conducted with a mul-
tiracial sample of 102 students from two public high
schools in Midwestern United States. Data were col-
lected through self-administered questionnaires.

Key Findings: Theresultsindicated that [ow self-esteem
and stress were related to avoidant coping and depres-
sive mood. Also, low self-esteem and avoidant coping
were related to unhealthy eating, thus offering partial
support for the researchers’ hypotheses.

Research Example of a Qualitative Study

Study: Sustaining self: Thelived experience of transition
to long-term ventilation (Briscoe & Woodgate, 2010).

Problem Statement: “Chronic respiratory failure (CRF)
occursasaresult of irreversibleand/or progressive dete-
rioration in ventilation and gas exchange, and is a com-
mon end point of a number of conditions that affect the
lung, chest wall, and/or neurologic system . .. The only
treatment for CRF is mechanical ventilation (MV),
which can be delivered invasively via a tracheotomy
tube, or noninvasively via atightly sealed nasal or face
mask, mouthpiece, or negative-chest-pressuredevice. . .
A consensus of measuring incidence of CRF and
prevalence of ventilator utilization isreflected in the lit-
erature. .. Care for individuas requiring long-term
mechanical ventilation (LTMV) is evolving, and there
is growing impetus to comprehensively address
operational, financia, ethical, and client-centered con-
cerns. .. Gaining a comprehensive understanding of
both the burdens and benefits of ventilator treatment is
vital for health professionals, ventilator users, and fam-
ilies. . . Especidly lacking is an understanding of their
trangition, or journey, from spontaneous breathing to the
stable reliance on LTMV” (pp. 57-58) (Citations were
omitted to streamline the presentation).

Statement of Purpose: “ The purpose of this phenome-
nological study was to acquire a detailed description
of the experience of transition to LTMV from individu-
alsrequiring ventilation” (p. 58). (No specific research
questions were articulated in this article).

Method: Study participants were 11 ventilated individu-
als recruited from two respiratory care facilities in
western Canada. All participants were interviewed on
one or more occasions, and all interviews were
audiorecorded. Participants shared pictures and other
memorabilia, which assisted them in telling their sto-
ries of transition to LTMV. Conversational questions
were posed, such as“Can you pleasetell me about the
time when the ventilator was first introduced to you?
Analysis began with the first interview and continued
with ongoing interviews over a 4-month period.

Key Findings: The transition journey was found to be a
time of psychological, physical, and spiritual chal-
lenge. “ Sustaining self” was identified as the essence
of ventilator users’ transition experience.

SUMMARY POINTS

e A research problem is a perplexing or enig-
matic situation that aresearcher wants to address
through disciplined inquiry. Researchers usually



identify a broad topic, narrow the problem scope,
and identify questions consistent with a paradigm
of choice.

Common sources of ideas for nursing research
problems are clinical experience, relevant litera-
ture, quality improvement initiatives, social issues,
theory, and external suggestions.

Key criteriain assessing a research problem are
that the problem should be clinically significant;
researchable; feasible; and of personal interest.
Feasibility involves the issues of time, coopera-
tion of participants and other people, availability
of facilities and equipment, researcher experi-
ence, and ethical considerations.

Researchers communicate their aims as problem
statements, statements of purpose, research ques-
tions, or hypotheses.

A statement of purpose, which summarizes the
overall study goal, identifies key concepts (vari-
ables) and the population. Purpose statements
often communicate, through the use of verbs and
other key terms, the underlying research tradi-
tion of qualitative studies, or whether study is
experimental or nonexperimental in quantitative
ones.

A research question is the specific query
researchers want to answer in addressing the
research problem. In quantitative studies, research
questions usualy concern the existence, nature,
strength, and direction of relationships.

Some research questions are about moderator
variables that affect the strength or direction of
a relationship between the independent and
dependent variables; others are about mediating
variables that intervene between the indepen-
dent and dependent variable and help to explain
why the relationship exists.

Problem statements, which articulate the
nature, context, and significance of a problem,
include several components. problem identifica-
tion; the background, scope, and consequences
of the problem; knowledge gaps; and possible
solutions to the problem.

In quantitative studies, a hypothesis is a state-
ment of predicted relationships between two or
more variables.
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e Simple hypotheses express a predicted relation-
ship between one independent variable and one
dependent variable, whereas complex hypothe-
ses state an anticipated relationship between two
or more independent variables and two or more
dependent variables (or state predictions about
mediating or moderator variables).

e Directional hypotheses predict the direction of a
relationship; nondirectional hypotheses predict
the existence of relationships, not their direction.

e Research hypotheses predict the existence of
relationships; null hypotheses, which express
the absence of arelationship, are the hypotheses
subjected to statistical testing.

e Hypotheses are never proved or disproved in an
ultimate sense—they are accepted or rejected,
supported or not supported by the data.

STUDY ACTIVITIES

Chapter 4 of the Resource Manual for Nursing
Research: Generating and Assessing Evidence for
Nursing Practice, 9th ed., offers study suggestions
for reinforcing concepts presented in this chapter. In
addition, the following questions can be addressed
in classroom or online discussions:

1. Think of afrustrating experience you have had
as a nursing student or as a practicing nurse.
Identify the problem area. Ask yourself a series
of questions until you have onethat you think is
researchable. Evaluate the problem in terms of
the evaluation criteria discussed in this chapter.

2. To the extent possible, use the critiquing ques-
tions in Box 4.3 to appraise the research prob-
lems for the two studies used as research
examples at the end of this chapter.
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esearcherstypically conduct research within

the context of existing knowledge by under-
taking a thorough literature review. This chapter
describes activities associated with literature
reviews, including locating and critiquing studies.
Many of these activities overlap with early stepsin
an EBP project, as described in Chapter 2.

GETTING STARTED ON
A LITERATURE REVIEW

Before discussing the steps involved in doing a
research-based literature review, we briefly discuss
some general issues. The first concerns the view-
point of qualitative researchers.

Literature Reviews in Qualitative
Research Traditions

As noted in Chapter 3, qualitative researchers
have varying opinions about reviewing the litera-
ture before doing a new study. Some of the differ-
ences reflect viewpoints associated with qualitative
research traditions.

Grounded theory researchers often collect
their data before reviewing the literature. The
grounded theory takes shape as data are analyzed.
Researchers then turn to the literature when the
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Literature Reviews: Finding
and Critiquing Evidence

theory is sufficiently developed, seeking to relate
prior findings to the theory. Glaser (1978) warned
that, “It's hard enough to generate one’s own ideas
without the ‘rich’ detailment provided by literature
in the same field” (p. 31). Thus, grounded theory
researchers may defer a literature review, but then
consider how previous research fits with or extends
the emerging theory. McGhee and colleagues
(2007), however, have noted how researchers can
use reflexivity (a concept discussed at length later
in this book) to prevent prior knowledge from dis-
torting grounded theory analysis.

Phenomenol ogists often undertake asearch for rel-
evant materials at the outset of a study. In reviewing
the literature, phenomenological researchers look for
experiential descriptions of the phenomenon being
studied (Munhal, 2012). The purposeisto expand the
researcher’s understanding of the phenomenon from
multiple perspectives, and this may include an exami-
nation of artistic sourcesin which the phenomenon is
described (e.g., in novels or poetry).

Even though “ethnography starts with a con-
scious attitude of almost complete ignorance”
(Spradley, 1979, p. 4), literature that led to the
choice of the cultural problem to be studied is often
reviewed before data collection. A second, more
thorough literature review is often done during data
analysis and interpretation so that findings can be
compared with previous findings.
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Regardless of tradition, if funding is sought for
aqualitative project, an upfront literature review is
usualy necessary. Reviewers need to understand
the context for the proposed study, and must be
persuaded that it should be funded.

Purposes and Scope of Research
Literature Reviews

Written literature reviews are undertaken for many
different purposes. The length of the product depends
on its purpose. Regardless of length, a good review
requires thorough familiarity with available evi-
dence. As Garrard (2006) advised, you must strive to
own the literature on a topic to be confident of
preparing a state-of-the-art review. The major types
of written research review include the following:

e A review in a research report. Literature
reviews in the introduction to a report provide
readers with an overview of existing evidence,
and contribute to the argument for the new
study. These reviews are usudly only 2 to 4
double-spaced pages, and so, only key studies
can be cited. The emphasis is on summarizing
and evaluating an overall body of evidence.

e Areview in a proposal. A literature review in a
proposal provides context, confirms the need
for new research, and demonstrates the writer’s
“ownership” of the literature. The length of
such reviews is established in proposa guide-
lines, but is often just a few pages. This means
that the review must reflect expertise on the
topic in avery succinct fashion.

e A review in a thesis or dissertation. Disserta-
tions in the traditional format (see Chapter 28)
often include a thorough, critical literature
review. An entire chapter may be devoted to the
review, and such chapters are often 15 to 25
pages long. These reviews typically include an
evaluation of the overall body of literature as
well as critiques of key individual studies.

e Free-standing literature reviews. Nurses also pre-
pare reviews that critically appraise and summa:
rize abody of research, sometimesfor acourse or
for an EBP project. Researchers who are experts

in afield aso may do systematic reviewsthat are
published in journals (Chapter 27). Free-standing
reviews are usualy 15 to 25 pages|ong.

This chapter focuses on the preparation of a
review as a component of an original study, but
most activities are similar for other types of review.
By doing a thorough review, researchers can deter-
mine how best to make a contribution to existing
evidence—for example, whether there are gaps or
inconsistencies in a body of research, or whether a
replication with a new population is the right next
step. A literature review aso playsarole at the end
of the study when researchers try to make sense of
their findings.

Types of Information
for a Research Review

Written materials vary in their quality and the kind
of information they contain. In performing a litera-
ture review, you will have to decide what to read
and what to include in a written review. We offer
some suggestions that may help in making such
decisions.

The most important type of information for a
research review is findings from prior studies. You
should rely mostly on primary source research
reports, which are descriptions of studies written
by the researchers who conducted them.

Secondary source research documents are
descriptions of studies prepared by someone other
than the original researcher. Literature reviews, for
example, are secondary sources. If reviews are
recent, they are a good place to start because they
provide an overview of the topic and a valuable
bibliography. Secondary sources are not substitutes
for primary sources because they typicaly fail to
provide much detail about studies, and are seldom
completely objective.

:) TIP: For an EBP project, a recent, high-quality review may
be sufficient to provide needed information about existing evidence,
although it is wise to search for recent studies not covered by the
review.
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Discard
irrelevant or
inappropriate
/ references
Formulate Devise search Search for, Screen sources Read Abstract, Critique/ Analyze, Prepare
and refine strategy (e.g., identify, and for relevance, source encode evaluate integrate synthesis/
primary and select databases, =P | retrieve potential appropriatenes: materials [ information [ studies ! information, =P critical
secondary identify keywords, primary source from the search for summary
questions etc.) materials studies themes
Document \ Identify new
search _ references,
decisions and ¢ new leads

actions

FIGURE 5.1 Flow of tasksin aliterature review.

Examples of primary and secondary
sources:

e Primary source, an original study of palliative
patients and family caregivers regarding
preferences for location of death: Stajduhar, K.,
Allan, D., Cohen, S., & Heyland, D. (2008).
Preferences for location of death of seriously ill
hospitalized patients. Palliative Medicine, 22,
85-88.

* Secondary source, a review of facfors affecting
place of end-oflife care for patients with cancer:
Murray, M., Fiset, V., Young, S., & Kryworuchko,
J. [2009). Where the dying live: Review of
determinants of place o?/endfoffhfe cancer care.
Oncology Nursing Forum, 36, 69-77.

In addition to research reports, your search may
yield nonresearch references, such as case reports,
anecdotes, or clinical descriptions. Nonresearch
materials may broaden understanding of a problem,
demonstrate aneed for research, or describe aspects
of clinical practice. These writings may help in for-
mulating research ideas, but they usualy have lim-
ited utility in written research reviews because they
do not address the central question: What is the cur-
rent state of evidence on this research problem?

Major Steps and Strategies in Doing
a Literature Review

Conducting a literature review is a little like doing
afull study, in the sense that reviewers start with a
question, formulate and implement a plan for gath-

ering information, and then analyze and interpret
information. The “findings’ must then be summa-
rized in awritten product.

Figure 5.1 outlines the literature review process.
Asthefigure shows, there are several potential feed-
back loops, with opportunities to retrace earlier
steps in search of more information. This chapter
discusses each step, but some steps are elaborated in
Chapter 27 in our discussion of systematic reviews.

Conducting a high-quality literature review is
more than a mechanical exercise—itisan art and a
science. Several qualities characterize a high-
quality review. First, the review must be compre-
hensive, thorough, and up-to-date. To “own” the
literature (Garrard, 2006), you must be determined
to become an expert on your topic, which means
that you need to be creative and diligent in
hunting down leads for possible sources of infor-
mation.

:) TIP: Locating all relevant information on a research ques-
tion is a bit like being a detective. The literature retrieval tools we
discuss in this chapter are a tremendous aid, but there inevitably
needs to be some digging for the dues to evidence on a topic. Be
prepared for sleuthing!

Second, a high-quality review is systematic.
Decision rules should be clear, and criteria for
including or excluding a study need to be explicit.
This is because a third characteristic of a good
review is that it is reproducible, which means that
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another diligent reviewer would be able to apply
the same decision rules and criteria and come to
similar conclusions about the evidence.

Another desirable attribute of aliterature review
is the absence of bias. Thisis more easily achieved
when systematic rules for evaluating information
are followed—although reviewers cannot totally
elude persona opinions. For this reason, system-
atic reviews are often conducted by teams of
researchers who can evaluate each other’s conclu-
sions. Finally, reviewers should strive for a review
that is insightful and that is more than “the sum of
its parts.” Reviewers have an opportunity to con-
tribute to knowledge through an astute and incisive
synthesis of the evidence.

We recommend thinking of doing a literature
review as similar to doing a qualitative study. This
means having a flexible approach to “data collec-
tion” and thinking creatively about ideas for new
sources of information. It means pursuing leads
until “saturation” is achieved—that is, until your
search strategies yield redundant information about
studiesto include. And it also means that the analy-
sisof your “data’ will typically involve a search for
important themes.

Primary and Secondary Questions
for a Review

For free-standing literature reviews and EBP projects,
the reviewer may seek to summarize research evi-
dence about a single focused question, such as those
described in Chapter 2 (see Table 2.1 for question
templates). For those who are undertaking a literature
review as part of anew study, the primary question for
the literature review isthe same as the actual research
question for the new study. The researcher wants to
know: What is the current state of knowledge on the
question that | will be addressing in my study?

If you are doing a review for a new study, you
inevitably will need to search for existing evidence
on several secondary questions aswell because you
will need to develop an argument (a rationale) for
the new study in the problem statement. An exam-
ple (which we will use throughout this chapter)
will clarify this point.

Suppose that we were conducting a study to
address the following question: What characteristics
of nurses are associated with effective pain manage-
ment for hospitalized children? In other words, our
primary question is whether there are characteris-
tics of nurses that are associated with appropriate
responses to children’s pain. Such a question would
arise within the context of a perceived problem, such
as aconcern that nurses' treatment of children’s pain
is not always optimal. A basic statement of the prob-
lem might be asfollows:

Many children are hospitalized annually and many
hospitalized children experience high levels of
pain. There are long-lasting harmful effects to the
nervous system when severe or persistent pain in
children is untreated. Although effective analgesic
and nonpharmacologic methods of controlling
children’s pain exist, and athough there are reli-
able methods of assessing children’s pain, nurses
do not always manage children’s pain effectively.
What characteristics distinguish nurses who are
effective and those who are not?

This rudimentary problem statement suggests a
number of secondary questions for which evidence
from the literature will need to be located and eval-
uated. Examples of such secondary questions
include the following:

e How many children are hospitalized annually?

e What types and levels of pain do hospitalized
children experience?

e What are the consegquences of untreated painin
children?

e How can pain in hospitalized children be reli-
ably assessed and effectively treated?

* How adequately do nurses manage pain in hos-
pitalized pediatric patients?

Thus, conducting a literature review tends to be
amultipronged endeavor when it is done as part of
anew study. While most of the “detective work” in
searching the literature that we describe in this
chapter applies principally to the primary question,
it is important to keep in mind other questions for
which information from the research literature
needs to be retrieved.
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LOCATING RELEVANT
LITERATURE FOR A
RESEARCH REVIEW

As shown in Figure 5.1, an early step in aliterature
review is devising a strategy to locate relevant stud-
ies. The ability to locate research documents on a
topic is an important skill that requires adaptability.
Rapid technological changes have made manual
methods of finding information obsolete, and sophis-
ticated methods of searching the literature are being
introduced continuously. We urge you to consult
with librarians, colleagues, or faculty for sugges
tions.

Formulating a Search Strategy

There are many ways to search for research evi-
dence, and it is wise to begin a search with some
strategies in mind. Cooper (2010) has identified
several approaches, one of which we describe in
some detail in this chapter: searching for refer-
ences in bibliographic databases. Another
approach, called the ancestry approach, involves
using citations from relevant studies to track down
earlier research on the same topic (the “ances-
tors”). A third method, the descendancy approach,
isto find a pivotal early study and to search for-
ward in citation indexes to find more recent studies
(“descendants’) that cited the key study. Other
strategies exist for tracking down what is called
the grey literature, which refers to studies with
more limited distribution, such as conference
papers, unpublished reports, and so on. We
describe these strategies in Chapter 27 on system-
atic reviews. If your intent is to “own” the litera-
ture, then you will likely want to adopt all of these
strategies, but in many cases, the first two or three
might suffice.

:) TIP: Youmay be tempted to begin a literature search
through an Internet search engine, such as Yahoo, Google, or Google
Scholar. Such a search is likely fo yield a lot of “hits” on your topic,
but is not likely to give you full bibliographic information on research
literature on your topic— and you might become frustrated with
searching through vast numbers of website links.
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Search plans also involve decisions about
delimiting the search. These decisions need to be
explicit to ensure reproducibility. If you are not
multilingual, you may need to constrain your
search to studies written in your own language.
You may also want to limit your search to studies
conducted within a certain time frame (e.g.,
within the past 15 years). You may want to
exclude studies with certain types of partici-
pants. For instance, in our example of aliterature
search about nurses characteristics and treat-
ment of children’s pain, we might want to
exclude studies in which the children were
neonates. Finally, you may choose to limit your
search based on how your key variables are
defined. For instance, in our example, you may
(or may not) wish to exclude studiesin which the
focus was on nurses’ attitudes toward children’s
pain.

:) TIP: Constraining your search might help you fo avoid
irrelevant material, but be cautious about putting too many restric-
tions on your search, especially inifially. You can always make deci-
sions to exclude studies at a later point, provided you have clear
criteria and a rationale. Be sure not fo limit your search to very
recent studies or to studies exclusively in the nursing literature.

Searching Bibliographic Databases

Reviewerstypically begin by searching bibliographic
databases that can be accessed by computer. The
databases contain entries for thousands of journal
articles, each of which has been coded to facilitate
retrieval. For example, articles may be coded for lan-
guage used (e.g., English), subject matter (e.g., pain),
type of journal (e.g., nursing), and so on. Severd
commercid vendors (e.g., Aries Knowledge Finder,
Ovid, EBSCOhogt, ProQuest) offer software for
retrieving information from these databases. Most
programs are user-friendly, offering menu-driven
systems with on-screen support so that retrieval can
proceed with minimal instruction. Some providers
offer discount rates for studentsand trial servicesthat
alow you to test them before subscribing. In most
cases, however, your university or hospita library
has a subscription.
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Getting Started with

a Bibliographic Database

Before searching an el ectronic database, you should
become familiar with the features of the software
you are using to access the database. The software
gives you options for limiting your search, for com-
bining the results of two searches, for saving your
search, and so on. Most programs have tutorials that
can improve the efficiency and effectiveness of your
search. Inmany cases, a“Help” button will provide
you with alot of information.

You will aso need to learn how to get from
“point A” (the constructs in which you are inter-
ested) to “point B” (the way that the program stores
and organizes information about the constructs).
Most software you are likely to use has mapping
capabilities. Mapping is afeature that allowsyou to
search for topics using your own keywor ds, rather
than needing to enter aterm that is exactly the same
as a subject heading (subject codes) in the data-
base. The software translates (“maps’) the key-
words you enter into the most plausible subject
heading. In addition to mapping your term onto a
database-specific subject heading, most programs
will also search in the text fields of records (usually
the title and abstract) for the keyword entered.

:) TIP: The keywords you begin with are usually your key
independent or dependent variables, and perhaps your population. If
you have used the question templates in Table 2.1 or in the Toolkit for
Chapter 4, the words you entered in the blanks would be keywords.

Even when there are mapping capabilities, you
should learn the relevant subject headings of the
database you are using because keyword searches
and subject heading searches yield overlapping but
nonidentical results. Subject headings for data-
bases can be located in the database’s thesaurus or
other reference tools.

:) TIP: Toidentify all major research reports on a topic, you
need to be flexible and to think broadly about the keywords that
could be related to your topic. For example, if you are interested in
anorexia nervosa, you might look under anorexia, eating disorder,
and weight loss, and perhaps under appefite, eating behavior, food
habits, bulimia, and body weight change.

General Database Search Features

Some features of an electronic search are similar
across databases. One feature is that you usually
can use Boolean operatorsto expand or delimit a
search. Three widely used Boolean operators are
AND, OR, and NOT (usualy in al caps). The
operator AND delimits a search. If we searched for
pain AND children, the software would retrieve
only records that have both terms. The operator OR
expands the search: pain OR children could be
used in asearch to retrieve records with either term.
Finally, NOT narrows a search: pain NOT children
would retrieve all records with pain that did not
include the term children.

Wildcard and truncation symbols are other
useful tools for searching databases. These sym-
bols vary from one database to another, but their
function is to expand the search. A truncation
symbol (often an asterisk, *) expands a search
term to include all forms of a root word. For
example, a search for child* would instruct the
computer to search for any word that begins with
“child” such as children, childhood, or childrear-
ing. Wildcard symbols (often a question mark
or asterisk) inserted into the middle of a search
term permits a search for alternative spellings.
For example, a search for behavio?r would
retrieve records with either behavior or behav-
iour. Also, a search for wom?n would retrieve
records with either woman or women. For each
database, it is important to learn what these spe-
cial symbols are and how they work. For exam-
ple, many databases require at least three letters
at the beginning of a search term before a wild-
card or truncation symbol can be used (e.g., ca*
would not be allowed). Moreover, not every
database (including PubMed) alows wildcard
codes in the middle of a search term.

Another important thing to know is that use of
special symbols usually turns off a software’s map-
ping feature. For example, a search for child*
would retrieve records in which any form of “child”
appeared in text fields, but it would not map any of
these concepts onto the database’s subject headings
(e.g., pediatric).

Sometimesit isimportant to keep words together
in a search, as in a search for records with blood
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pressure. Some bibliometric software would treat
this as blood AND pressure, and would search
for records with both terms somewhere in text fields,
even if they are not contiguous. Quotation marks
often can be used to ensure that the words are
searched only in combination, as in “blood pres-
sure.”

Key Electronic Databases
for Nurse Researchers

Two especially useful electronic databases for
nurse researchers are CINAHL (Cumulative | ndex
to Nursing and Allied Health Literature) and
MEDLINE (Medical Literature On-Line), which
we discuss in the next sections. Other potentially
useful bibliographic databases for nurses include:

e British Nursing Index

e Cochrane Database of Systematic Reviews

¢ Dissertation Abstracts online

o EMBASE (the Excerpta M edica database)

e HaPl (Health and Psychosocial |nstruments
database)

e Health Source: Nursing/Academic Edition

e |SI Web of Knowledge

e Nursing and Allied Health Source (ProQuest)

e PsycINFO (Psychology | nformation)

e Scopus

Note that a search strategy that works well in
one database does not always produce good results
in another. Thus, it is important to explore strate-
gies in each database and to understand how each
database is structured—for example, what subject
headings are used and how they are organized in a
hierarchy. Each database and software program
also has certain peculiarities. For example, using
PubMed (to be discussed later) to search the
MEDLINE database, you might restrict your
search to nursing journals. However, if you did this
you would be excluding studiesin several journals
in which nurses often publish, such as Birth and
Qualitative Health Research because these jour-
nals are not coded for the nursing subset of
PubMed.
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:) TIP: Inthe next two sections, we provide specific infor-
mation about using CINAHL and MEDLINE via PubMed. Note,
however, that databases and the software through which they are
accessed change from time to time, and our instructions may not
be precisely accurate. For example, a redesigned interface was
implemented in PubMed in late 2009 and was later revised in
February 2010, requiring us to rewrite parts of the MEDLINE
section.

Cumulative Index to Nursing and Allied

Health Literature

CINAHL is an important electronic database: It
covers references to virtually al English-language
nursing and allied health journas, as well as to
books, dissertations, and selected conference pro-
ceedings in nursing and allied hedlth fields. There
are several versions of the CINAHL database (e.g.,
CINAHL, CINAHL Plus), each with somewhat
different features relating to full text availability
and journal coverage. All are offered through
EBSCOhost.

The basic CINAHL database indexes material
from nearly 3,000 journals dating from 1981, and
contains more than 1 million records. In addition to
providing information for locating references (i.e.,
author, title, journal, year of publication, volume,
and page numbers), CINAHL provides abstracts of
most citations. Supplementary information, such as
names of data collection instruments, is available
for many records. CINAHL can be accessed
through CINAHL (www.ebscohost.com/cinahl/) or
through institutional libraries. Weillustrate features
of CINAHL, but note that some may be labeled
differently at your institution.

At the outset, you might begin with a “basic
search” by simply entering keywords or phrases rel-
evant to your primary question. In the basic search
screen, you could limit your search in a number of
ways, for example, by limiting the records retrieved
to those with certain features (e.g., only ones with
abstractsor only thosein journals with peer review),
to specific publication dates (e.g., only those from
2005 to the present), or to those coded asbeingin a
particular subset (e.g., nursing). The basic search
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screen also alows you to expand your search by
clicking an option labeled “Apply related words”

As an example, suppose we were interested in
recent research on nurses' pain management for
children. If we searched for pain, we would get
nearly 20,000 records. Searching for pain AND
child* AND nurs* would bring the number down
to about 2,000. (In CINAHL, an asterisk is the
truncation symbol and a question mark is the wild-
card). We could pare the number down to about
300 in abasic search by limiting the search to arti-
cles with abstracts published in nursing journals
after 2004.

The advanced search mode in CINAHL per-
mits even more fine-tuning. For example, we
could stipulate that we wanted only research arti-
cles published in English. These restrictions,
which take only seconds to execute, would get us
down to a more manageable number of records
(130) that could be searched more carefully for
relevance. The advanced search mode offers many
additional search options that should be more
fully explored.

The full records for the 130 references would
then be displayed on the monitor in a Results List.
The Results List has sidebar options that allow you
to narrow your search even farther, if desired.
From the Results List, we could place promising
references into a folder for later scrutiny, or we
could immediately retrieve and print full biblio-
graphic information for records of interest. An
example of an abridged CINAHL record entry for
a study identified through the search on children’s
pain is presented in Figure 5.2. The record begins
with the article title, the authors' names and affili-
ation, and source. The source indicates the
following:

e Name of the journal (Pediatric Nursing)

¢ Year and month of publication (2008 Jul-Aug)
e \Volume (34)

* |ssue (4)

e Page numbers (297-397)

* Number of cited references (40)

The record also shows the major and minor
CINAHL subject headings that were coded for this

study. Any of these headings could have been used
to retrieve this reference. Note that the subject
headings include substantive codes such as Pain —
Nursing, and also methodologic codes (e.g., Ques-
tionnaires) and sample characteristic codes (e.g.,
Child). Next, the abstract for the study is shown.
Based on the abstract, we would decide whether
this reference was pertinent. Additional informa-
tion on the record includes the journal subset, spe-
cial interest category, instrumentation, and (if
relevant) funding for the study. Each entry shows
an accession number that is the unique identifier
for each record in the database, as well as other
identifying numbers.

An important feature of CINAHL and other
databases is that it allows you to easily find other
relevant references once a good one has been
found. For example, in Figure 5.2 you can see that
the record offers many embedded links on which
you can click. For example, you could click on any
of the authors' names to see if they have published
other related articles. You could also click on any of
the subject headings to track down other leads.
Thereisalso alink in each record called Cited Ref-
erences. By clicking this link, the entire reference
list for therecord (i.e., all thereferencescited in the
article) would be retrieved, and you could then
examine any of the citations. Finaly, there is a
sidebar link in each record called “Find similar
results,” which would retrieve additional records
for articles with a similar focus.

In CINAHL, you can aso explore the structure of
the database’s thesaurus to get additional leads for
searching. The tool bar at the top of the screen has a
tab called CINAHL Headings. When you click on
this tab and enter a term in the “Browse” field, you
can enter a term of interest and select one of three
options: Term Begins With, Term Contains, or Rele-
vance Ranked (which is the default). For example, if
we entered pain and then clicked on Browse, we
would be shown the 52 relevant subject headings
relating to pain. We could then search the database
for any of the listed subject headings. Also, many
terms have an “ Explode’ option, which alowsyou to
creste a search query in which headings are exploded
to retrieve all references indexed to that term.
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Title:

Authors:
Affiliation:
Source:
Publication Type:
Language:

Major Subjects:

Minor Subjects:

Abstract:

Journal Subset:
Special Interest:
Instrumentation:
Accession No.

Nurse characteristics and inferences about children’s pain

Griffin RA; Polit DF; Byrne MW

Boston College, School of Nursing, Chestnut Hill, MA

Pediatric Nursing (PEDIATR NURS), 2008 Jul-Aug; 34(4): 297-307 (40 ref)

journal article — CEU, exam questions, research, tables/charts

English

Child, Hospitalized

Nurse Attitudes — Evaluation

Pain — Nursing

Pain — Therapy — In Infancy and Childhood

Pediatric Nursing

Analysis of Variance; Child; Cross Sectional Studies; Demography; Descriptive Statistics;
Female; Mail; Male; Multiple Regression; Post Hoc Analysis; Questionnaires; Random
Sample; Scales; Survey Research; T-Tests; United States; Vignettes; Visual Analog
Scaling

The purpose of this study was to describe pediatric nurses’ projected responses to
children’s pain as described in vignettes of hospitalized children and to explore nurse
characteristics that might influence those responses. A survey was mailed to a national ran-
dom sample of 700 RNs, and 334 nurses responded. The survey included case reports of
three hospitalized school-aged children experiencing pain. Nurses were asked to rate
their perceptions of the children’s pain levels and to indicate how much analgesia they
would recommend. Contrary to earlier studies, in response to the scenarios, nurses in this
sample perceived high levels of pain, said they would administer doses of analgesia close
to the maximum prescribed by physicians, and recommended an array of non-pharmaco-
logic methods to treat pain. Variation in pain perceptions and decisions was not related to
key personal and professional characteristics of the nurses, including their education level,
race/ethnicity, age, years of clinical experience, and receipt of continuing education about
pain. Findings from this large national study suggest that most nurses would make appro-
priate decisions relating to the treatment of children’s pain, perhaps reflecting changes in
the emphasis on pain management.

Core nursing; Nursing; Peer reviewed; USA

Pain and Pain Management; Pediatric Care

FACES pain scale (FPS)

2010006653

FIGURE 5.2 Example of arecord from a CINAHL search.

CINAHL can aso be used to pursue descen-
dancy searches. In the Results List, thereis a nota-
tion for each record entry for the number of times
the article was cited in the CINAHL database.
Clicking on the link would show the full list of arti-
clesthat had cited this study.

:) TI1P: The Institute for Scientific Information (ISI) maintains a
multidisciplinary resource called the Web of Knowledge, which offers
searching opportunifies in several bibliographic databases. The Web of
Knowledge is widely used for its citation feature, which can be helpful in
applying a descendancy strategy, using a link labeled “Cited Reference.”

The MEDLINE Database
The MEDLINE database was developed by the
U.S. National Library of Medicine (NLM), and is
widely recognized as the premier source for biblio-
graphic coverage of the biomedical literature. MED-
LINE covers about 5,000 medical, nursing, and
health journals published in about 70 countries and
contains more than 15 million records dating back to
the mid 1960s. In 1999, abstracts of reviewsfrom the
Cochrane Collaboration became available through
MEDLINE.

The MEDLINE database can be accessed online
through a commercial vendor such as Ovid, but this
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database can be accessed for free through the PubMed
website (http:/mmw.nchi.nim.nih.gov/PubMed). This
meansthat anyone, anywherein the world, with Inter-
net access can search for journa articles, and thus,
PubMed isalifelong resource regardless of your insti-
tutional affiliation. PubMed has an excellent tutorial.

On the Home page of PubMed, you can launch a
basic search that looks for your keyword in text
fields of the record. Asyou begin to enter your key-
word (or akey phrase) in the search box, automatic
suggestions will display, and you can click on the
onethat is the best match.

MEDLINE uses a controlled vocabulary called
MeSH (Medical Subject Headings) to index arti-
cles. MeSH provides a consistent way to retrieve
information that may use different terms for the
same concepts. You can learn about relevant MeSH
terms by clicking on the “MeSH database” link on
the home page (under “More Resources’). If, for
example, we searched the MeSH database for
“pain,” we would find that Pain is a MeSH subject
heading (a definition is provided) and there are 39
additional related categories—for example, “pain
measurement” and “somatoform disorders” MeSH
subject headings may overlap with, but are not
identical to, subject headings used in CINAHL.

If you begin using your own keyword in a basic
search, you can see how your term mapped onto
MeSH terms by scrolling down and looking in the
right-hand panel for asection labeled “ Search Details”
For example, if we entered the keyword “children” in
the search field of the initid screen, Search Details
would show us that PubMed searched for dl refer-
ences that have “child” or “children” in text fields of
the database record, and it also searched for all refer-
ences that had been coded “child” as a subject head-
ing, because“child” isaMeSH subject heading. When
youinitiate asearch, PubMed offersan“Also Try” fea-
ture (also in the right panel) that suggests other terms
to enter in the search field (e.g., pain children).

If we did a PubMed search of MEDLINE similar
to the one we described earlier for CINAHL, we
would find that a simple search for pain would yield
about 420,000 records, and pain AND child* AND
nurs* would yield nearly 2,500. We can placerestric-
tions on the search by clicking the blue “Limits’ link

right above the search box. Limits include date (e.g.,
published in the last 2 years), language (e.g., Eng-
lish), journal subset (e.g., Nursing journals), and text
options (e.g., only those with abstracts). If welimited
our search to entries with abstracts, written in Eng-
lish, published within the past 5 years, and coded in
the Nursing subset, the search would yield about 300
citations. This PubMed search yielded more refer-
ences than the CINAHL search, but we were not able
to limit the search to research reports: PubMed does
not have a generic category that distinguishes al
research articles from nonresearch articles. Further
options for building the search are available by click-
ing the “Advanced Search” link, which is directly to
theright of the “Limits” link.

Figure 5.3 shows the full citation for the same
study we located earlier in CINAHL (Figure 5.2).
Beneath the abstract, when you click on “MeSH
Terms’ the display presentsall of the MeSH terms
that were used for this particular study, and also
any “Substances.” As you can see, the MeSH
terms are quite different from the subject headings
for the same reference in CINAHL. As with
CINAHL, you can click on highlighted record
entries (author names and MeSH terms) for possi-
ble leads. You can also click on a link labeled
“LinkOut,” which provides more resources for the
article. In this example, the link tells us that there
are three full text sources for this study: EBSCO,
Ovid, and ProQuest (not shown in Figure 5.3).

In the right panel of the screen for PubMed
recordsthereisalist of “Related Articles,” whichis
auseful feature once you have found a study that is
agood exemplar of the evidence for which you are
looking. Further down in the right panel, PubMed
provides a list of any articles in the MEDLINE
database that had cited this study, which is useful
for a descendancy search.

:) T1P: Searching for qualitative studies can pose special chal-
lenges. Walters and colleagues (2006) described how they developed
optimal search strategies for qualitative studies in the EMBASE data-
base, and Wilczynski and colleagues (2007) offered advice for
searching in CINAHL. Flemming and Briggs (2006) compared three
alternative sirategies for finding qualitative research.
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Pediatr Nurs. 2008 Jul-Aug;34(4):297-305.

Nurse characteristics and inferences about children’s pain.

Griffin RA, Polit DE, Byrne MW.

Boston College, School of Nursing, Chestnut Hill, MA, USA.

The purpose of this study was to describe pediatric nurses’ projected responses to children’s pain as described in
vignettes of hospitalized children and to explore nurse characteristics that might influence those responses. A sur-
vey was mailed to a national random sample of 700 RNs, and 334 nurses responded. The survey included case
reports of three hospitalized school-aged children experiencing pain. Nurses were asked to rate their perceptions
of the children’s pain levels and to indicate how much analgesia they would recommend. Contrary to earlier stud-
ies, in response to the scenarios, nurses in this sample perceived high levels of pain, said they would administer
doses of analgesia close to the maximum prescribed by physicians, and recommended an array of non-
pharmacologic methods to treat pain. Variation in pain perceptions and decisions was not related to key personal
and professional characteristics of the nurses, including their education level, race/ethnicity, age, years of clinical
experience, and receipt of continuing education about pain. Findings from this large national study suggest that
most nurses would make appropriate decisions relating to the treatment of children’s pain, perhaps reflecting

changes in the emphasis on pain management.
PMID: 18814563 [PubMed - indexed for MEDLINE]

MeSH Terms:

Analgesics, Opioid/administration & dosage
Child

Cross-Sectional Studies

Female

Health Care Surveys

Health Knowledge, Attitudes, Practice*
Humans

Substances: Analgesics, Opioid

Male
Middle Aged
Pain/drug therapy

Pain/nursing*
Pain Measurement*
United States

FIGURE 5.3 Example of arecord from a PubMed search.

Screening and Gathering References

References that have been identified through a lit-
erature search need to be screened. One screenisa
practical one: Is the reference accessible? For
example, some references may be written in alan-
guage you do not read, or published in a journal
that you cannot retrieve. A second screen is rele-
vance, which you can usualy infer by reading the
abstract. If an abstract is unavailable, you will need
to guess about relevance based on the title. When
screening an article, keep in mind that some of the
articles judged to be not relevant for your primary
guestion may be appropriate for a secondary ques-

tion. A third screening criterion may be the study’s
methodologic quality—i.e., the quality of evidence
the study yields, atopic discussed in alater section.

We strongly urge you to obtain full copies of rel-
evant studies rather than taking notes. It is often
necessary to reread an article or to get further
details about a study, which can easily be done if
you have a copy. Online retrieval of full text arti-
cles has increasingly become possible. An article
that is not directly available online through your
institution can be retrieved through a commercial
vendor, by photocopying it from a hardcopy jour-
nal, or by requesting a copy from the lead author
viae-mail communication.
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Each obtained article should be filed in a man-
ner that permits easy access. Some authors (Gar-
rard, 2006) advocate a chronological filing method
(e.g., by date of publication), but we think that
alphabetical filing (using last name of the first
author) is easier.

Documentation in Literature Retrieval

If your goal isto “own” the literature, you will be
using a variety of databases, keywords, subject
headings, and strategies in your effort to pursue all
possible leads. As you meander through the com-
plex world of research information, you will likely
lose track of your efforts if you do not document
your actions from the outset.

It ishighly advisable to maintain a notebook (or
computer database program) to record your search
strategies and search results. You should make note
of information such as databases searched; limits
put on your search; specific keywords, subject
headings, or authors used to direct the search; com-
bining strategies adopted; studies used to inaugu-
rate a“ Related Articles’ or “descendancy” search;
websites visited; links pursued; authors contacted
to request further information or copies of articles
not readily available; and any other information
that would help you keep track of what you have
done. Part of your strategy usually can be docu-
mented by printing your search history from elec-
tronic databases.

By documenting your actions, you will be able
to conduct a more efficient search—that is, you
will not inadvertently duplicate a strategy you have
already pursued. Documentation will also help you
to assess what else needs to be tried—where to go
next in your search. Finally, documenting your
efforts is a step in ensuring that your literature
review isreproducible.

:) T 1P : The Toolkit section of the accompanying

Resource Manual offers a template for documenting certain

types of information during a literature search. The template, as a
Word document, can easily be augmented and adapted.

ABSTRACTING
AND RECORDING
INFORMATION

Tracking down relevant research on atopic is only
the beginning of doing a literature review. Once
you have a stack of useful articles, you need to
develop a strategy for making sense of the infor-
mation in them. If aliterature review is fairly sim-
ple, it may be sufficient to jot down notes about key
features of the studies under review and to use these
notes asthe basisfor your analysis. However, litera-
ture reviews are often complex—for example, there
may be dozens of studies, or study findings may
vary. In such situations, it is useful to adopt aformal
system of recording key information about each
study. We describe two mechanisms for doing this,
formal protocols and matrices. First, though, we dis-
cuss the advantages of developing a coding scheme.

Coding the Studies

Reviewers who undertake systematic reviews often
develop extensive coding systems to support statis-
tical analyses. Coding may not be necessary in less
formal reviews, but we do think that coding can be
useful, so we offer some simple suggestions and an
example.

To develop a coding scheme, you will need to
read at |east a subset of studies and look for oppor-
tunities to categorize information. One approach is
to code for key variables or themes. Let us take the
example we have used in this chapter, the relation-
ship between nurses’ characteristics (the indepen-
dent variable) on the one hand and nurses
responses to children’s pain (the dependent vari-
able) on the other. By perusing the articles we
retrieved, we find that several nurse characteristics
have been studied—for example, their age, gender,
clinical experience, and so on. We can assign codes
to each characteristic. Now let us consider the
dependent variable, nurses’ responses to children’'s
pain. We find that some studies have focused on
nurses perceptions of children’s pain, others have
examined nurses’ use of analgesia, and so on.
These different outcomes can also be coded. An
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BOX 5.1 Codes for Results Matrix/Coding in Margins

CODES FOR NURSE CHARACTERISTICS (INDEPENDENT VARIABLES)

1. Age

2. Gender

3. Education

4. Years of clinical experience
5. Race/ethnicity

6. Personal experience with pain
7. Nurse practitioner sfatus

CODES FOR RESPONSES TO CHILDREN’S PAIN (DEPENDENT VARIABLES)

a. Perceptions of children’s pain
b. Pain treatment (use of analgesia)
c. Pain freatment (use of nonpharmacologic methods)

d. Other (e.g., perceived barriers to optimal pain management]

example of asimple coding scheme is presented in
Box 5.1.

The codes can then be applied to the studies.
You can record these codes in aprotocol or matrices
(which we discuss next), but you should also note
the codes in the margins of the articles themselves,
so you can easily find the information. Figure 5.4,
which presents an excerpt from the results of a
study by Vincent and Denyes (2004), shows mar-
ginal coding of key variables.

Coding can be a useful organizational tool even
when a review is focused. For example, if our
research question was about nurses use of non-

pharmacologic methods of pain treatment (i.e., not
about use of analgesics or about pain perceptions),
the outcome categories could be specific nonphar-
macologic approaches, such as distraction, guided
imagery, massage, and so on. The point is to orga-
nize information in a way that facilitates retrieval
and analysis.

Literature Review Protocols

One method of organizing information from research
articles is to use a formal protocol. Protocols are a
means of recording various aspects of a study

mal pain management.

For research question 2, the only significant relationship found between nurse
characteristics (basic conditioning factors) and either the two nursing agency vari-
ables of knowledge and attitude, and ability to overcome barriers, or the nursing
action/system variable of analgesic administration was a positive correlation
between nurses’ years of practice and nurses’ abilities to overcome barriers to
optimal pain management, r = .41, p = .001. Nurses who had longer practice
experience with children also reported greater ability to overcome barriers to opti-

74 1d
34 3d
4 4d
54 5d
64 6d

FIGURE 5.4 Coded excerpt from Results section. From Vincent, C. V., & Denyes, M. J. [2004].
Relieving children’s pain: Nurses' abilities and analgesic administration practices. Journal of Pediatric

Nursing, 19[1], 40-50.



systematically, including the full citation, theoreti-
cal foundations, methodologic features, findings,
and conclusions. Evaluative information (e.g., your
assessment of the study’s strengths and weaknesses)

can also be noted.
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Thereis no fixed format for such a protocol—you
must decide what elements are important to record
consistently across studies to help you organize and
analyze information. The example in Figure 5.5

can be adapted to fit your needs. (Although many

Citation:

Type of Study:
Location/Setting:

Key concepts/
Variables:

Framework/Theory:
Design Type:

Qual. Tradition:

Sample:

Data Sources:

Statistical Tests:

Findings/
Effect Sizes/
Themes

Recommendations:
Strengths:

Weaknesses:

Authors:

Title:

Journal:

Year: Volume: Issue: Pages:

[] Quantitative [] Qualitative [] Mixed Method

Concepts:

Intervention/Independent Variable:

Dependent Variable:

Controlled Variable:

[] Experimental [] Quasi-experimental [] Nonexperimental
Specific Design:
Blinding? [] None [] Single: [] Double

Descrip. of Intervention:

Comparison group(s):

[] Cross-sectional [ ] Longitudinal/Prospective No. of data collection points: __

[] Grounded theory [] Phenomenology [ ] Ethnography [] Other:

Size: Sampling method:

Sample characteristics:

Type: [] Self-report [] Observational [ ]| Biophysiologic [ | Other

Description of measures:

Data Quality:

Bivariate: [] t-test [ ] ANOVA [ ]| Chi-square [ ] Pearson’'sr [_| Other:
Multivar: [_] Multiple Regression [ MANOVA [ ] Logistic Regression [ ] Other:

FIGURE 5.5 Example of aliterature review protocol.



108

terms on this protocol may not be familiar to you yet,
you will learn their meaning in later chapters.) If you
developed a coding scheme, you can use the codesto
record information about study variables rather than
writing out their names. Once you have developed a
draft protocol, you should pilot test it with several
studies to make sureit is sufficiently comprehensive.

Literature Review Matrices

For traditional narrative reviews of the literature,
we prefer using two-dimensional matrices to orga-
nize information, because matrices directly support
athematic analysis. The content of the matrices, and
number of matrices, can vary. A matrix can be con-
structed in hand-written form, in aword processing
table, or in a spreadsheet. One advantage of com-
puter files is that the information in the matrices
can then be manipulated and sorted (e.g., the
matrix entries can be sorted chronologically, or by
authors’ last name). We present some basic idess,
but there is room for creativity in designing matri-
ces to organize information.
We think three types of matrix are useful:

e A Methodologic Matrix, which organizesinfor-
mation to answer: How have researchers stud-
ied this research question?

e Results Matrices, which address. What have
researchers found?

e An Evaluation Matrix, to answer: How much
confidence do we have in the evidence?

A Methodologic Matrix is used to record key fea-
tures of study methods. Each row is for a study, and
columns are for the kinds of methodologic informa-
tion you want to capture across studies. An abbrevi-
ated example of such amatrix for the question about
nurses characteristicsin relation to response to chil-
dren’s pain is presented in Figure 5.6 (available in
the Toolkit). This matrix only has six entries
(other relevant studies were omitted to save space),
yet it isclear that information arrayed in thisfashion
allows us to see patterns that might otherwise have
gone unnoticed. For example, by looking down the
columns, we can readily discern that the broad
research question has attracted international interest,

Part 2 Conceptualizing and Planning a Study to Generate Evidence for Nursing

samples of convenience have predominated, and
self-report methods of data collection are most often
used. When such a matrix is completed for al stud-
ies, it is easy to draw conclusions about how
research questions have been addressed.

To discern themes in the pattern of results, we
recommend devel oping multiple Results Matrices.
It is useful to have as many Results Matrices as
there are codes for either the independent or
dependent variables, whichever is greater. In our
coding schemein Box 5.1, there are 7 independent
variables and 4 dependent variables, so we would
have 7 Results Matrices, one for each independent
variable. Thematrix in Figure 5.7 .7, for example,
is for recording information for studies that exam-
ined nurses education in relation to responses to
children’s pain. Other matrices would focus on
nurses’ age, years of experience, and so on. In each
matrix, columns are used for dependent variables,
and rows represent separate studies. Findings
about the relationship between a particular inde-
pendent variable and a particular dependent vari-
able are noted in the cells. The cell entries can
indicate more precisely how dependent variables
were operationalized, the direction of any relation-
ships, level of significance, or other types of stetis-
tical information. Although there are only four
studies in this Results Matrix, we can detect some
patterns: the evidence, although not consistent,
mostly suggests that nurses' level of education is
unrelated to their responses to children’s pain.
Older studies were more likely than recent ones to
find that more education was associated with bet-
ter pain management.

Care should be taken in abstracting resultsinfor-
mation. Researchers sometimes point out only the
findings that are statistically significant. Take, for
example, the coded paragraph in Figure 5.4. The
researchers (Vincent & Denyes, 2004) only elabo-
rated results about the relationship between the
nurses years of experience and their ability to
overcome barriers to optimal pain management.
However, as indicated in the entry in the Method-
ologic Matrix (see Figure 5.6), this study gathered
and analyzed data about 5 nurse characteristics in
relation to 2 pain management outcomes, and so
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there are 10 codes in the margin of Figure 5.4.
Thus, athough nothing in the paragraph men-
tions nurses' education, we have entered “no sig-
nificant relationship” in two cells of the Results
Matrix in Figure 5.7 because the paragraph
implies that al relationships, except one, were
nonsignificant.

:) T 1P : Results matrices can also be used for qualitative stud-
ies. Instead of columns for independent or dependent variables,
columns can be used to record themes, concepis, or categories.

CRITIQUING STUDIES
AND EVALUATING THE
EVIDENCE

In drawing conclusions about a body of research,
reviewers must record not only factual information
about studies—methodologic features and find-
ings—but must also make judgments about the
worth of the evidence. This section discusses issues
relating to research critiques.

Research Critiques of Individual Studies

A research critique is a careful appraisal of the
strengths and weaknesses of a study. A good cri-
tique objectively identifies areas of adegquacy and
inadequacy. Although our emphasis in this chapter
is on the evaluation of a body of research evidence
for a literature review, we pause to offer advice
about other types of critiques.

Many critiquesfocus on asingle study rather than
on aggregated evidence. For example, most journals
that publish research articles have a policy of solicit-
ing critiques by two or more peer reviewerswho pre-
pare written critiques and make a recommendation
about whether or not to publish the report. Peer
reviewers' critiques typically are brief and focus on
key substantive and methodol ogic issues.

Students taking a research course may be asked
to critique a study, to document their mastery of
methodologic concepts. Such critiques usually are
expected to be comprehensive, encompassing
various dimensions of areport. This might include

substantive and theoretical aspects, ethical issues,
methodologic decisions, interpretation, and the
report’s organization and presentation. The purpose
of such thorough critique is to cultivate critical
thinking, to induce students to use and document
newly acquired research skills, and to prepare stu-
dents for a professional nursing career in which
evaluating research will almost surely play arole.
Writing research critiques is an important first
step on the path to developing an evidence-based
practice.

:) T 1P : When doing a research crifique, you should read the
artide you are critiquing at least twice because the first step in
preparing a critique is fo understand what the report is saying. We
encourage you to write in the margins of the article and to circle key-
words.

We provide support for such comprehensive cri-
tiques of individual studies in several ways. Firgt,
detailed critiquing suggestions corresponding to
chapter content are included in most chapters. Sec-
ond, we offer an abbreviated set of key critiquing
guidelines for quantitative and qualitative reports
here in this chapter, in Boxes 5.2 ©."and 5.3 ©.7,
respectively. Findly, it is always illuminating to
have a good model, and so Appendices H and | of
the accompanying Resource Manual include com-
pleted comprehensive research critiques of aquanti-
tative and qualitative study (the studies themselves
are printed in their entirety as well).

:) TIP: The guidelines in Boxes 5.2 and 5.3, which are
available in the Toolkit of the accompanying Resource Manual,

can be used to crifique the quantitative and qualitative components of
mixed methods studies that combine the two approaches (see Chapter
25). In addition, the questions in Box 25.1 should be addressed for a
comprehensive critique of mixed methods studies.

The guidelines in Boxes 5.2 and 5.3 are orga-
nized according to the structure of most research
articles—Abstract, Introduction, Method, Results,
and Discussion. The second column lists key cri-
tiquing questions that have broad applicability to
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BOX 5.2 Guide to an Overall Critique of a Quantitative Research Report @

Aspect of Detailed Critiquing
the Report Critiquing Questions Guidelines
Title ® |s the fifle a good one, succincily suggesting key variables

and the study population?

Abstract ® Does the abstract clearly and concisely summarize the main
features of the report (problem, methods, results, conclusions)2

Introduction
Statement of ® |s the problem stated unambiguously, and is it easy o idenfify2 ~ Box 4.3, page 90
the problem ® Does the problem statement build a cogent, persuasive argument
for the new study?
® Does the problem have significance for nursing?
® |s there o good mafch between the research problem and the
paradigm and methods used? Is a quantitative approach
appropriate?
Hypotheses or ® Are research questions and/or hypotheses explicitly stated? Box 4.3, page 90
research If not, is their absence justified?
questions ® Are questions and hypotheses appropriately worded, with
clear specification of key variables and the study population?
® Are the questions/hypotheses consistent with the literature
review and the conceptual framework?
Literature ® |s the literature review up to date and based mainly on Box 5.4, page 122
review primary sources?
® Does the review provide a sfate-ofthe-art synthesis of
evidence on the problem?
® Does the literature review provide a sound basis for the
new study?
Conceptual / ® Are key concepts adequately defined conceptually? Box 6.3, page 145
theoretical ® |s there a conceptual/theoretical framework, rationale,
framework and/or map, and |if so) is it appropriate? If not, is the
absence of one justified®
Method
Protection of ® Were appropriate procedures used to safeguard the rights Box 7.3, page 170
human rights of study participantse Was the study externally reviewed

by an IRB/ethics review board?
® Was the study designed fo minimize risks and maximize
benefits fo participants?



Aspect of
the Report
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BOX 5.2 Guide to an Overall Critique of a Quantitative Research Report (confinved) @

Critiquing Questions

Detailed Critiquing
Guidelines

Research design

® \Was the most rigorous possible design used, given the siudy purpose?
® \Were appropriate comparisons made fo enhance

interpretability of the findings®

Was the number of data collection points appropriate?

Did the design minimize biases and threats to the infernal,
construct, and external validity of the study (e.g., was

blinding used, was attrition minimized)2

Box @.1, page 230;
Box 10.1, page 254

Population
and sample

Is the population described? Is the sample described

in sufficient detail?

Was the best possible sampling design used to enhance the
sample’s representativeness? VWere sampling biases minimized?
Was the sample size adequate? Was a power analysis used
fo estimate sample size needs?

Box 12.1, page 289

Data collection
and

measurement

® Are the operational and conceptual definitions congruent?
Were key variables operationalized using the best possible
method (e.g., inferviews, observations, and so on) and with

® Are specific instruments adequately described and were they
good choices, given the study purpose, variables being studied,

adequate justification?

and the study population?

Does the report provide evidence that the data collection
methods yielded dafa that were reliable and valide

Box 13.1, page 309;
Box 14.1, page 347

Procedures

If there was an infervention, is it adequately described,

and was it rigorously developed and implemented? Did
most participants allocated fo the intervention group actually
receive e Is there evidence of infervention fidelity2

® \Were data collected in a manner that minimized bias®
Were the staff who collected data appropriately trained?

Box @.1, page 230;
Box 10.1, page 254

Results
Data analysis

® Were analyses undertaken to address each research question

or test each hypothesis?

Were appropriate statistical methods used, given the level of
measurement of the variables, number of groups being
compared, and assumptions of the testse

® Was the most powerful analytic method used [e.g., did

the analysis help to control for confounding variables)?
Were Type | and Type |l errors avoided or minimized?

Box 16.1, page 400;
Box 17.1, page 429

In infervention studies, was an intentionfo-treat analysis performed?

Were problems of missing values evaluated and adequately

addressed?@

[box continues on page 114)
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BOX 5.2 Guide to an Overall Critique of a Quantitative Research Report (continued) @

Aspect of Detailed Critiquing
the Report Critiquing Questions Guidelines
Findings ® |s information about statistical significance presented? Box 17.1, page 429;
Is information about effect size and precision of estimates Box 28.1, page 687
(confidence infervals) presented?
® Are the findings adequately summarized, with good use of
tables and figures2
® Are findings reported in a manner that facilitates @
meta-analysis, and with sufficient information needed for EBP2
Discussion

Interpretation
of the findings

® Are dll maijor findings interpreted and discussed within the context

of prior research and/or the study’s conceptual framework?
Are causal inferences, if any, justified?

Are inferpretations well-founded and consistent with the
study’s limitationse

Does the report address the issue of the generalizability

of the findingse

Box 19.1, page 482

Implications/
recommendations

Do the researchers discuss the implications of the study
for clinical pracfice or further research—and are those
implications reasonable and complete?

Box 19.1, page 482

Global Issues
Presentation

Is the report wellwritten, organized, and sufficiently
detailed for critical analysise

In infervention studies, is a CONSORT flow chart
provided to show the flow of participants in the study?
Is the report writtlen in a manner that makes the findings
accessible to pracficing nurses?

Box 28.2, page 698

Researcher ® Do the researchers’ clinical, substantive, or methodologic

credibility qualifications and experience enhance confidence in the
findings and their interpretation?

Summary ® Despite any limitations, do the study findings appear fo be

assessment valid—do you have confidence in the fruth value of the results2

Does the study confribute any meaningful evidence that can be
used in nursing practice or that is useful to the nursing discipline?

quantitative and qualitative studies, and the third
column has cross-references to the detailed guide-
linesin the various chapters of the book. Many cri-
tiquing questions are likely too difficult for you to
answer at this point, but your methodologic and

critiquing skills will develop as you progress
through this book. We developed these guidelines
based on our years of experience as researchers and
research methodologists, but they do not represent
aformal, rigorously developed set of questions that
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BOX 5.3 Guide to an Overall Critique of a Qualitative Research Report ®

Aspect of Detailed Critiquing
the Report Critiquing Questions Guidelines
Title ® [s the title o good one, suggesting the key phenomenon

and the group or community under study?

Abstract ® Does the abstract clearly and concisely summarize the
main features of the reporte

Introduction
Statement of ® |s the problem stated unambiguously and is it easy fo identify2 ~ Box 4.3, page 90
the problem ® Does the problem statement build a cogent and persuasive
argument for the new study?
® Does the problem have significance for nursing?
® [s there a good mafch between the research problem on the one
hand and the paradigm, tradition, and methods on the other?
Research ® Are research questions explicitly stated? If not, is their absence  Box 4.3, page 90
questions justified?
® Are the questions consistent with the study’s philosophical
basis, underlying tradifion, or ideological orienfation?
Literature ® Does the report adequately summarize the existing body of Box 5.4, page 122
review knowledge related to the problem or phenomenon of intereste
® Does the literature review provide a sound basis for the
new sftudy?
Conceptual ® Are key concepts adequately defined conceptually? Box 6.3, page 145
underpinnings ® |s the philosophical basis, underlying tradition, conceptual
framework, or ideological orientation made explicit and is it
appropriate for the problem?
Method
Protection of ® Were appropriate procedures used fo safeguard the rights of Box 7.3, page 170
participants’ study participants? Was the sfudy subject to external review
rights by an IRB/ethics review board?
® Was the study designed fo minimize risks and maximize
benefits fo participants?
Research design ~ ® Is the identified research tradition (if any) congruent with the Box 20.1, page 510
and research methods used to collect and analyze data?
fradition ® \Was an adequate amount of fime spent in the field or with

study participantse

® Did the design unfold in the field, giving researchers
opporiunities fo capitalize on early understandings?

® Was there an adequate number of confacts with study
parficipantse

[box continues on page 116)
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BOX 5.3 Guide to an Overall Critique of a Qualitative Research Report (continued) @

Aspect of Detailed Critiquing
the Report Critiquing Questions Guidelines

Sample and ® \Was the group or population of inferest adequately Box 21.1, page 528
seffing described? Were the sefting and sample described in

sufficient defail?

® \Was the approach used fo recruit participants or gain
access fo the site productive and appropriate?

® Was the best possible method of sampling used to enhance
information richness and address the needs of the study?

® \Was the sample size adequate? Was saturation achieved?

Data collection @ Were the methods of gathering data appropriate? Were data Box 22.1, page 548
gathered through two or more methods to achieve friangulation?@
® Did the researcher ask the right questions or make the right
observations, and were they recorded in an appropriate fashion?
® \Was a sufficient amount of data gathered? Were the data of
sufficient depth and richness?

Procedures ® Are dafa collection and recording procedures adequately Box 22.1, page 548
described and do they appear appropriate?
® Were data collected in a manner that minimized bias? Were
the staff who collected data appropriately trained?

Enhancement ® Did the researchers use effective strategies to enhance the Box 24.1, page 598;
of trustworthiness/infegrity of the study, and was the description Table 24.1, page 587
frustworthiness of those strategies adequate?

® Were the methods used fo enhance trustworthiness
appropriate and sufficient?

® Did the researcher document research procedures and
decision processes sufficiently that findings are auditable
and confirmable?

® |s there evidence of researcher reflexivity@

® [s there "thick description” of the confext, participants, and
findings, and was it at a sufficient level fo support transferability?

Results
Data analysis ® Are the data management and data analysis methods Box 23.1, page 559
sufficiently described?
® \Was the data analysis strategy compatible with the research
tradition and with the nature and type of data gathered?
® Did the analysis yield an appropriate “product” [e.g., a
theory, taxonomy, thematic pattern)e
® Do the analyfic procedures suggest the possibility of biases?
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BOX 5.3 Guide to an Overall Critique of a Qualitative Research Report (continued) @

Aspect of Detailed Critiquing
the Report Critiquing Questions Guidelines
Findings ® Are the findings effectively summarized, with good use of Box 23.1, page 559
excerpts and supporting argumentse
® Do the themes adequately capture the meaning of the data?
Does it appear that the researcher satisfactorily conceptualized
the themes or patters in the data®
® Does the analysis yield an insightful, provocative, authentic,
and meaningful picture of the phenomenon under investigation?@
Theoretical ® Are the themes or patterns logically connected to each other Box 23.1, page 559;
infegration to form a convincing and infegrated whole? Box 6.3, page 145
® Are figures, maps, or models used effectively to summarize
conceptualizations?
® |f o conceptual framework or ideological orientation guided the
study, are the themes or patterns linked to it in a cogent manner?
Discussion
Inferpretation ® Are the findings inferprefed within an appropriate social Box 23.1, page 559

of the findings

or cultural contexte

® Are maijor findings inferprefed and discussed within the

context of prior sfudies?
Are the inferprefations consistent with the study’s limitations?@

Implications/
recommendations

Do the researchers discuss the implications of the study for
clinical practice or further inquiry—and are those
implications reasonable and complete?

Global Issues
Presentation

Is the report well written, organized, and sufficiently
defailed for critical analysise

Is the description of the methods, findings, and
interpretations sufficiently rich and vivid@

Box 28.2, page 698

Researcher ® Do the researchers’ clinical, substantive, or methodologic

credibility qualifications and experience enhance confidence in the
findings and their interpretation@

Summary ® Do the study findings appear to be trustworthy—do you

assessment have confidence in the fruth value of the resultse

Does the study confribute any meaningful evidence that
can be used in nursing practice or that is useful to the
nursing discipline?
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are appropriate for a formal systematic review.
They should, however, facilitate beginning efforts
to critically appraise nursing studies. (Some formal
guidelines are referenced in Chapter 27).

A few comments about these guidelines are in
order. First, the questions call for a yes or no
answer (although for some, the answer may be
“Yes, but . ..”). In all cases, the desirable answer is
“yes” Thatis, a“no” suggestsapossible limitation
and a “yes’ suggests a strength. Therefore, the
more “yeses’ a study gets, the stronger it is likely
to be. These guidelines can thus cumulatively sug-
gest a global assessment: a report with 25 “yeses”
islikely to be superior to one with only 10. Not all
“yeses’ are equal, however. Some elements are
more important in drawing conclusions about study
rigor than others. For example, the inadequacy of
the article's literature review is less damaging to
the worth of the study’s evidence than the use
of a faulty design. In general, questions about
methodologic decisions (i.e., the questions under
“Method”) and about the analysis are especialy
important in evaluating the study’s evidence.

Although the questions in these boxes dlicit yes
or no responses, a comprehensive critique would
need to do more than point out what the researchers
did and did not do. Each relevant issue would need
to be discussed and your criticism justified. For
example, if you answered “no” to the question
about whether the problem was easy to identify,
you would need to describe your concerns and per-
haps offer suggestions for improvement.

Our simplified critiquing guidelines have a num-
ber of shortcomings. In particular, they are generic
despite the fact that critiquing cannot use aone-size-
fits-al list of questions. Some critiquing questions
that are relevant to, say, clinical trialsdo not fit into a
set of general questions for al quantitative studies.
Thus, you would need to use some judgment about
whether the guidelines are sufficiently comprehen-
sivefor the type of study you are critiquing, and per-
haps supplement them with the more detailed
critiquing questions in each chapter of this book.

Finally, there are questionsin these guidelines for
which there are no objective answers. Even experts
sometimes disagree about what are the best method-
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ologic strategiesfor a study. Thus, you should not be
afraid to express an evaluative opinion—but be sure
that your comments have some basis in method-
ologic principles discussed in this book.

:) TIP: Itis appropriate to assume the posture of a skeptic
when you are crifiquing a research article. Just as a careful clinician
seeks evidence from research findings that certain pracices are or are
not effective, you as a reviewer should demand evidence from the
article that the researchers’ decisions and their conclusions were
sound.

Evaluating a Body of Research

In reviewing the literature, you typicaly would
not undertake a comprehensive critique of each
study—nbut you would need to assess the quality of
evidence in each study so that you could draw con-
clusions about the overall body of evidence. Cri-
tiques for a literature review tend to focus on
methodol ogic aspects.

In systematic reviews, methodologic quality
often plays a role in selecting studies because
investigationsjudged to be of low quality are some-
times screened out from further consideration.
Using methodologic quality as a screening crite-
rion is controversial, however. Systematic reviews
sometimes involve the use of a formal evaluation
instrument that gives quantitative ratings to aspects
of the study, so that appraisals across studies
(“scores’) can be compared. Methodologic screen-
ing and formal scoring instruments are described in
Chapter 27.

In literature reviews for a new primary study,
methodol ogic features of studies under review need
to be assessed with an eye to answering a broad
question: To what extent do the findings reflect the
truth or, conversely, to what extent do biases under-
mine the believability of the findings? The “truth”
is most likely to be revealed when researchers use
powerful designs, good sampling plans, strong data
collection instruments and procedures, and appro-
priate analyses.

Judgments about the rigor of studies under
review can be entered in an Evaluation Matrix.
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Year of Quality
Authors Publication Major Strengths Major Weaknesses Score*
Vincent & | 2004 e Measured actual use | ® Small and unrepresentative | 12
Denyes of analgesics, not sample (N = 67), strong like-
self-report lihood of Type Il error (ques-
e Linkage to Orem’s tionable power analysis)
theory e Weak design for studying
e Good descriptive info Q1 (effect of knowledge on
on knowledge, atti- analgesic use, effect of anal-
tudes, and use of gesic use on actual pain);
analgesics several internal validity
threats
e Possibility that nurses’ beha-
vior in administering anal-
gesics was affected by know-
ing they were in a stud
Study 2 gthey y
Study 3
*The quality score is fictitious and is shown here to indicate that information of this type could be recorded in the evalu-
ation matrix.
FIGURE 5.8 (  Example of an evaluation matrix for recording strengths and weaknesses of studies for aliterature

review: nurse characteristics and management of children’s pain.

Alternatively, additional columns for evaluative
information can be added to the Methodologic
Matrix. The advantage of combining informationin
one matrix isthat methodol ogic features and assess-
ments about those features are in asingle table. The
disadvantage is that the matrix would have so many
columns that it might be cumbersome. A simple
Evauation Matrix is presented in Figure 5.8 ©7,
which provides space in the columns for noting
major strengths and weaknesses for each study (the
rows). If a “score” for overal qudity is derived
from aformal scoring instrument (e.g., by counting
all the“yeses’ from Boxes 5.2 or 5.3), thisinforma-
tion can be added to the Evaluation Matrix.

ANALYZING AND
SYNTHESIZING
INFORMATION

Once dl the relevant studies have been retrieved,
read, abstracted, and critiqued, the information has
to be analyzed and synthesized. As previously

noted, doing aliterature review issimilar to doing a
qualitative study, particularly with respect to the
analysis of the “data” (i.e., information from the
retrieved studies). In both, the focusis on identify-
ing important themes.

A thematic analysis essentially involves detect-
ing patterns and regularities, aswell asinconsisten-
cies. Severa different types of themes can be
identified, as described in Table 5.1. The reason we
have recommended using various matrices should
be clear from reading thislist of possible themes: it
is easier to discern patterns by reading down the
columns of the matrices than by flipping through a
stack of review protocols.

Clearly, it is not possible—even in lengthy free-
standing reviews—to analyze al the themes we
have identified. Reviewers have to make decisions
about which patterns to pursue. In preparing a
review as part of a new study, you would need to
determine which patternis of greatest relevance for
developing an argument and providing a context
for the new research.
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TABLE 5.1

TYPE OF THEME

Part 2 Conceptualizing and Planning a Study to Generate Evidence for Nursing

Thematic Possibilities for a Literature Review

QUESTIONS FOR THEMATIC ANALYSIS

Substantive What is the pattern of evidence? How much evidence is there2 How consistent
is the body of evidence? How powerful are the observed effectse How
persuasive is the evidence? VWhat gaps are there in the body of evidence?

Theorefical What theoretical or conceptual frameworks have been used to address the

primary question—or has most research been atheoreficale How congruent are
the theoretical frameworks2 Do findings vary in relation to differences in

frameworks?

Generalizability/
Transferability

versus rural)2

To what types of people or settings do the findings apply? Do the findings vary
for different types of people (e.g., men versus women) or setting (e.g., urban

Historical Have there been substantive, theorefical, or methodologic frends over time? Is the
evidence gefting bettere VWWhen was most of the research conducted?
Researcher Who has been doing the research, in terms of discipline, specialty area,

nafionality, prominence, and so on2 Has the research been developed within @
systematic program of research?

PREPARING A
WRITTEN LITERATURE
REVIEW

Writing literature reviews can be challenging,
especially when voluminous information must be
condensed into a small number of pages, asistypi-
cal for ajournal article or proposal. We offer afew
suggestions, but acknowledge that skills in writing
literature reviews develop over time.

Organizing the Review

Organization is crucial in awritten review. Having
an outline helps to structure the flow of presenta-
tion. If the review is complex, a written outline is
recommended; a mental outline may suffice for
simpler reviews. The outline should list the main
topics or themes to be discussed, and indicate the

order of presentation. The important point is to
have a plan before starting to write so that the
review has a coherent flow. The goal is to structure
the review in such a way that the presentation is
logical, demonstrates meaningful thematic integra-
tion, and leads to a conclusion about the state of
evidence on the topic.

Writing a Literature Review

Although it is beyond the scope of this textbook to
offer detailed guidance on writing research reviews,
we offer afew comments on their content and style.
Additional assistance is provided in books such as
those by Fink (2009) and Galvan (2009).

Content of the Written Literature Review
A written research review should provide readers
with an objective, organized synthesis of evidence
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on atopic. A review should be neither a series of
quotes nor a series of abstracts. The central tasks are
to summarize and critically evaluate the overall evi-
dence so as to reveal the current state of knowl-
edge—not simply to describe what researchers have
done.

Although key studies may be described in some
detail, it is not necessary to provide particulars for
every reference, especialy when there are page
constraints. Studies with comparable findings often
can be summarized together.

Example of grouped studies: Considine and
McGillivray (2010) summarized several studies as
follows in their infroduction fo a study of emergency
nursing care for acute stroke: “Although the use of
thrombolysis as a freatment option for acute stroke is
discussed in most stroke guidelines..., most current
evidence does not support the use of thrombolysis in
acute ischaemic stroke beyond three hours (Hacke
etal., 1995: Clarke et al., 1999, 2000; Kothari
et al., 2001; National Stroke Foundation, 2003) to
4-5 hours affer symptom onset (Haack et al., 2008,
Wahlgren et al., 2008)."

The literature should be summarized in your
own words. The review should demonstrate that
you have considered the cumulative worth of the
body of research. Stringing together quotes
from various documents fails to show that previ-
ous research has been assimilated and under-
stood.

The review should be objective, to the extent
possible. Studies that are at odds with your
hypotheses should not be omitted, and the review
should not ignore a study because its findings con-
tradict other studies. Inconsistent results should be
analyzed and the supporting evidence evaluated
objectively.

A literature review typically concludes with a
concise summary of current evidence on the topic
and gapsin the evidence. If the review is conducted
for a new study, this critical summary should
demonstrate the need for the research and should
clarify the basis for any hypotheses.

:) TIP: Asyou progress through this book, you will acquire
proficiency in critically evaluating studies. We hope you will
understand the mechanics of doing a review after reading this
chapter, but we do not expect you to be able to write a state-of-
the-art review until you have gained more skills in research
methods.

Style of a Research Review

Students preparing their first written research
review often face stylistic challenges. In particular,
students sometimes accept research findings uncrit-
icaly, perhaps reflecting a common misunderstand-
ing about the conclusiveness of research. You
should keep in mind that hypotheses cannot be
proved or disproved by empirical testing, and no
research question can be definitely answered in a
single study. This does not mean that research evi-
dence should be ignored. The problem is partly
semantic: hypotheses are not proved, they are sup-
ported by research findings. Research reviews
should be written in a style that suggests tentative-
ness.

3 T1P: When describing study findings, you can use phrases
indicating tentativeness of the results, such as the following:

o Several studies have found . . .

Findings thus far suggest . . .

Results from a landmark study indicated . . .
The data supported the hypothesis . . .
There appears to be strong evidence that . . .

A related stylistic problem is the interjection of
opinionsinto the review. The review should include
opinions sparingly, if at al, and should be explicit
about their source. Reviewers' own opinions do not
belong in areview, except for assessments of study
quality.

The left-hand column of Table 5.2 presents sev-
eral examples of stylistic flaws for a review. The
right-hand column offers suggestions for reword-
ings that are more acceptable for a research litera-
turereview. Many alternative wordings are possible.



122

Part 2 Conceptualizing and Planning a Study to Generate Evidence for Nursing

W\ =1ESRSEER Examples of Stylistic Difficulties for Research Literature Reviews

PROBLEMATIC STYLE OR WORDING IMPROVED STYLE OR WORDING

Studlies have found that women who participate in
childbirth preparation classes fend to manifest less
anxiety than those who do not (Franck, 2011;
Kim, 2010; Yepsen, 2011).

Studies by Fortune (2010) and Crampton (2011)
suggest that many doctors and nurses do not fully
understand the psychobiologic dynamics of recovery
from a myocardial infarction.

Women who do not participate in childbirth
preparation classes manifest a high degree
of anxiety during labor.

Studies have proved that doctors and nurses
do not fully understand the psychobiologic
dynamics of recovery from a myocardial
infarction.

Attitudes have been found fo be relatively sfable,
enduring affribufes that do not change quickly
(Nicolet, 2010; Brusser & Lace, 2011)

Atfitudes cannot be changed quickly.

According fo Dr. A. Cassard (2011), an expert on
stress and anxiety, uncertainty is a sfressor.

It is known that uncertainty engenders sfress.

Note: lialicized words in the improved version indicate key alternations.

CRITIQUING
RESEARCH
LITERATURE REVIEWS

It is often difficult to critique a research review
because the author is almost invariably more knowl-
edgeable about the topic than the readers. It is thus

not usually possible to judge whether the author has
included all relevant literature and has adequately
summarized evidence on that topic. Many aspects
of areview, however, are amenable to evaluation by
readers who are not experts on the topic. Some sug-
gestions for critiquing written research reviews are
presented in Box 5.4. When areview is published as

BOX 5.4 Guidelines for Critiquing Literature Reviews ‘

1. Is the review thorough—does it include all of the major studies on the topic Does it include recent
researche Are studies from other related disciplines included, if appropriate?

wW N

. Does the review rely on appropriate materials (e.g., mainly on primary source research articles)e
. Is the review merely a summary of existing work, or does it critically appraise and compare key studies?

Does the review identify important gaps in the literature?
4. Is the review well organized? Is the development of ideas clear?
5. Does the review use appropriate language, suggesting the tentativeness of prior findings? Is the review
objective? Does the author paraphrase, or is there an over reliance on quotes from original sources?
6. If the review is part of a research report for a new study, does the review support the need for the study?
7. fitis a review designed to summarize evidence for clinical practice, does the review draw reasonable

conclusions about practice implications?
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a stand-alone article, it should include information
to help readers eval uate the reviewer’s search strate-
gies, as discussed in Chapter 27.

In assessing aliterature review, the key question
is whether it summarizes the current state of
research evidence adequately. If the review iswrit-
ten as part of an original research report, an equally
important question is whether the review lays a
solid foundation for the new study.

00000000000000000
RESEARCH EXAMPLES OF
LITERATURE REVIEWS

The best way to learn about the style, content, and
organization of a research literature review is to
read reviews in nursing journals. We present
excerpts from two reviews here and urge you to
read others on atopic of interest to you.”

Literature Review from a Quantitative

Research Report

Study: Accuracy of vaginal symptom self-diagnosis
algorithms for deployed military women (Ryan-
Wenger et a, 2010)

Statement of Purpose: The major purpose of this study
was to evaluate the accuracy of a prototype of the
Women in the Military Self-Diagnosis (WMSD) kit
for the diagnosis of vaginal symptoms. Another aim
was to predict potential self-medication omission and
commission error rates.

Literature Review (Excerpt): “Deployment settings are
typicaly austere, characterized by extreme tempera-
tures, primitive sanitary conditions, and limited hygiene
and laundry facilities. These factors increase military
women'srisk for vaginitis. . . . Ryan-Wenger and Lowe
(2000) surveyed 1,537 military women about their
symptoms of genitourinary infections and healthcare
experiences in their home duty stations and during
deployment. Of the 841 women who had been deployed,
87% (n = 732) reported that they experienced vagina
symptoms such as itching, discharge, or foul odor at
some time during deployment. Because of these symp-
toms, nearly half the women (48%) noted a decrease in
the quality of their work performance and 24% lost from

*Consult the full research reports for references cited in these
excerpted literature reviews.

afew hoursto morethan aday of work time. . . . Infocus
groups conducted by DACOWITS [Defense  Depart-
ment Advisory Committee on Women in the Services],
in our survey, and in a phenomenologica study of sol-
dier care, women evaluated deployment hedlthcare ser-
vicesfor women asinadequate, citing lack of confidence
in the knowledge and skills of the provider, lack of pri-
vacy, and lack of confidentiaity (DACOWITS, 2007,
Jennings, 2005; Ryan-Wenger & Lowe, 2000). . . . We
proposed that aviable solution to the problem isafield-
expedient kit for self-diagnosis and self-treatment of
common genitourinary symptoms. . . .

Despite . . . diagnostic standards, studies show that
clinicians often misdiagnose vaginal infections. For
example, in one study, 197 vagina samples were ana-
lyzed by culture, Gram stain, microscopy, and DNA
hybridization with Affirm TM VPIII to derive adiagno-
sis of BV [bacterid vaginosis], TV [trichomonas
vaginitis], and/or CV [candidavaginitis] (Schweiertz et
al., 2006). Compared with laboratory diagnoses, physi-
cians misdiagnosed CV in 77.1% of 109 cases, BV in
61.3% of 80 cases, and 87.5% of eight mixed infections.
One reason for such high levels of inaccuracy is that
many providers do not use the common office-based
tests that are recommended to achieve adiagnosis. This
point isillustrated by a study of diagnostic procedures
used by physicians with 52 women who made 150 vis-
its to a vaginitis clinic (Wiesenfeld & Macio, 1999).
Microscopic assessment was done in 63% of the visits,
and whiff and pH tests were conducted in only 3% of
vidits. In another study, 556 nurse practitioners and 608
physiciansreported their diagnostic practices on aWeb-
based survey (Anderson & Karasz, 2005). An average
of 79% of these providers indicated that they ‘often or
always examined women with vagina symptoms, 47%
conducted whiff tests, and only 33.5% conducted pH
testson vaginal fluid” (pp. 2-4).

Literature Review from a Qualitative

Research Report

Study: Young people's experience of living with ulcera-
tive colitis and an ostomy (Savard & Woodgate, 2009)

Statement of Purpose: The purpose of this study was to
understand the lived experiences of young adults with
inflammatory bowel disease and an ostomy.

Literature Review (Excerpt): “Ulcerative colitis (UC) and
Crohn’'sdisease are collectively referred to asinflamma-
tory bowel disease (IBD). . . . Approximately 25% of al
new Crohn’sdisease cases and between 15% and 40% of
all new UC cases are diagnosed in individuals younger
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than 20 years of age (Kim & Ferry, 2004; Rayhorn,
2001). Individuals with IBD experience a range of
symptoms including abdominal pain, cramping, and
loose stools (Listrom & Holt, 2004; Pearson, 2004; Ray-
horn, 2001; Verones, 2003). Some individuals may at
some point during their illness require surgery, resulting
inan ostomy (Reynaud & Meeker, 2002).

Although there has been discussion in the literature
about what it is like to have IBD with or without an
ostomy, young people (i.e., adolescents and young
adults) have rarely been asked about their experiences
(Daniel, 2001; Decker, 2000). Of the research done on
young people, alack of consensus remains as to how
IBD affects this population socially and psychologi-
cally. Some studies revea that IBD has negative psy-
chologica effects such as alienation, reduced living
space, feelings of hel plessness, self-blame, depression,
and anxiety (Brydolf & Segesten, 1996; Daniel, 2001;
Dudley-Brown, 1996; Mackner & Crandall, 2006;
Wood et al., 1987), whereas others reveal that people
with IBD cope well and are psychologically heathy
(Joachim & Milne, 1987; Mackner & Crandall, 2005).

Studies carried out on individuas living with
ostomies reveal that they face many lifestyle chal-
lenges that include physical and psychological adjust-
ments (Manderson, 2005; Reynaud & Meeker, 2002;
Rheaume & Gooding, 1991; Slater, 1992). Others
have found that individuals with a temporary or per-
manent stoma perceive negative body image feelings
and express difficulties in coming to terms with hav-
ing the stoma (Black, 2004; Casati et al., 2000; Junkin
& Beitz, 2005; . . .), especially the young population
(O'Brien, 1999; Willis, 1998). . ..

A limitation of the work to date is that it has mainly
been approached from a quantitative paradigm, and
hence is not focused on capturing the meanings that
young people ascribe to their experience. The literature
review revealed four qualitative studies, two Swedish
and two Canadian, that focus on the lived experienced of
young individualswith IBD (Brydoff & Segeston, 1996;
Daniel, 2001; Nicholas et d., 2007; Reichenberg et dl.,
2007). Although involving young people from different
countries, common findings included the young people
experiencing a reduced living space because of their
dependency on needing to be near atoilet, fedings of
embarrassment, a loss of control, and dienation from
onesdf and from others. . . . In summary, thereis aneed
for more qualitative research that is directed a gaining
understanding about the lived experiences of young peo-
pleliving with IBD and an ostomy” (pp. 33-34).
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SUMMARY POINTS

A research literature review is a written sum-
mary of evidence on aresearch problem.

The major stepsin preparing a written research
review include formulating a question, devising
a search strategy, conducting a search, retriev-
ing relevant sources, abstracting information,
critiquing studies, analyzing aggregated infor-
mation, and preparing awritten synthesis.
Study findings are the major focus of research
reviews. Information in nonresearch references—
for example, opinion articles, case reports—may
broaden understanding of aresearch problem, but
has limited utility in research reviews.

A primary source is the origina description of a
study prepared by the researcher who conducted it;
asecondary sourceisadescription of the study by
a person unconnected with it. Literature reviews
should be based on primary source material.
Strategies for finding studies on a topic
include the use of bibliographic tools, but
also include the ancestry approach (track-
ing down earlier studies cited in a reference
list of a report) and the descendancy
approach (using a pivotal study to search
forward to subsequent studies that cited it.)
An important method for locating references is
an electronic search of bibliographic databases.
For nurses, the CINAHL and MEDLINE data-
bases are especially useful.

In searching a database, users can perform a
keywor d search that looks for searcher-specified
terms in text fields of a database record (or that
maps keywords onto the database’s subject
codes) or can search according to subject head-
ing codes themselves.

References must be screened for relevance, and
then pertinent information must be abstracted for
analysis. Formal review protocols and matrices
facilitate abstraction.

Matrices (two-dimensional arrays) are a conve-
nient means of abstracting and organizing
information for a literature review. A reviewer
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might use a Methodologic Matrix to record
methodologic features of a set of studies, a set of
Results Matrices to record research findings, and
an Evaluation Matrix to record quality assessment
information. The use of such matrices facilitates
thematic analysis of the retrieved information.

e A research critique is a careful appraisa of a
study’s strengths and weaknesses. Critiques for a
research review tend to focus on the methodol ogic
aspects of a set of studies. Critiques of individual
studies tend to be more comprehensive.

e Theanaysisof information fromaliterature search
involves the identification of important themes—
regularities (and inconsistencies) in the informa-
tion. Themes can take many forms, including
substantive, methodologic, and theoretical themes.

e In preparing a written review, it is important to
organize materials logically, preferably using an
outline. The written review should not be a suc-
cession of quotes or abstracts. The reviewers
roleisto describe study findings, the dependabil-
ity of the evidence, evidence gaps, and (in the
context of a new study) contributions that the
new study would make.

STUDY ACTIVITIES

Chapter 5 of the Resource Manual for Nursing
Research: Generating and Assessing Evidence for
Nursing Practice, 9th ed., offers study suggestions
for reinforcing concepts presented in this chapter. In
addition, the following questions can be addressed
in classroom or online discussions:

1. Suppose you were planning to study the rela
tionship between chronic transfusion therapy
and quality of lifein adolescents with sickle cell
disease. Identify 5 to 10 keywords that could be
used to search for relevant studies, and compare
them with those found by other students.

2. Suppose you were studying factors affecting
the discharge of chronic psychiatric patients.
Obtain references for 5 studies for this topic,
and compare them with those of other students.

3. Carefully examine Figures 5.6 and 5.7 and see
how many themes you can identify. Also, see
how many incongruities there are anong stud-
iesin the matrixes (i.e., the absence of consis-
tent themes).
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GENERAL DESIGN
ISSUES

Part 3 of this book (Chapters 9 through 19) focuses
on methods of doing quantitative research.

This chapter describes options for designing
quantitative studies. We begin by discussing several
broad issues.

Causality

As noted in Chapter 2, several broad categories of
research questions are relevant to evidence-based
nursing practice—questions about interventions,
diagnosis and assessment, prognosis, etiology and
harm, and meaning or process (Table 2.1). Ques-
tions about meaning or process call for a
qualitative approach, which we describe in Chap-
ter 20. Questions about diagnosis or assessment,
as well as questions about the status quo of
health-related situations, are typically descriptive.
Many research questions, however, are about
causes and effects:

e Does a telephone therapy intervention for
patients diagnosed with prostate cancer cause
improvements in their decision-making skills?
(intervention question)

Quantitative Research Design

e Do hirthweights under 1,500 grams cause
developmental delays in children? (prognosis
question)

e Does cigarette smoking cause lung cancer?
(etiology/harm question)

Although causality isahotly debated philosoph-
ical issue, we al understand the general concept of
a cause. For example, we understand that failure
to sleep causes fatigue and that high-caloric intake
causes weight gain.

Most phenomena have multiple causes. Weight
gain, for example, can be the effect of high-caloric
consumption, but other factors also cause weight
gain. Causes of health-related phenomena usually
are not deterministic, but rather probabilistic—that
is, the causes increase the probability that an effect
will occur. For example, there is ample evidence
that smoking is a cause of lung cancer, but not
everyone who smokes develops lung cancer, and
not everyone with lung cancer was a smoker.

The Counterfactual Model

While it might be easy to grasp what researchers
have in mind when they talk about a cause, what
exactly is an effect? Shadish and colleagues (2002),
who wrote a widely acclaimed book on research
design and causal inference, explained that a
good way to grasp the meaning of an effect is by

201
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conceptualizing a counterfactua . In a research con-
text, acounterfactual iswhat would have happened
to the same people exposed to a causal factor if they
simultaneously were not exposed to the causal fac-
tor. An effect represents the difference between what
actudly did happen with the exposure and what
would have happened without it. This counterfac-
tual model is an idealized conception that can
never be realized, but it is a good model to keep
in mind in designing a study to provide cause-
and-effect evidence. As Shadish and colleagues
(2002) noted, “A central task for al cause-probing
research is to create reasonable approximations to
this physically impossible counterfactua” (p. 5).

Ciriteria for Causality

Severa writers have proposed criteriafor establishing
a cause-and-effect relaionship. Lazarsfeld (1955),
reflecting idess of John Stuart Mill, identified three
criteria for causality. The first is temporal: A cause
must precede an effect in time. If we were testing the
hypothesis that aspertame causes fetal abnormalities,
it would be necessary to demonstrate that the abnor-
malities did not develop before the mothers' exposure
to aspertame. The second requirement is that there be
an empirical relationship between the presumed
cause and the presumed effect. In the aspertame
example, we would have to find an association
between aspertame consumption and fetal abnormali-
ties, that is, that a higher percentage of aspertame
users than nonusers had infants with fetal abnormali-
ties. The final criterion for inferring causality is that
the relationship cannot be explained as being caused
by a third variable. Suppose, for instance, that people
who used aspertame tended & so to drink more coffee
than nonusers of aspertame. There would then be a
possibility that any relationship between materna
aspertame use and fetal abnormdities reflects an
underlying causal relationship between a substancein
coffee and the abnormalities.

Additional criteria were proposed by Bradford-
Hill (1971) as part of the discussion about the
causal link between smoking and lung cancer. Two
of Bradford-Hill’s criteria foreshadow the impor-
tance of meta-analyses, techniques for which had
not been fully developed when the criteria were
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proposed. The criterion of coherence involves
having similar evidence from multiple sources, and
the criterion of consistency involves having similar
levels of statistical relationship in several studies.
Another important criterion is biologic plausibility,
that is, evidence from laboratory or basic physio-
logic studies that a causal pathway is credible.

Researchers investigating causal relationships
must provide persuasive evidence about these crite-
ria through their study design. Some designs are
better at revealing cause-and-effect relationships
than others, but not al research questions can be
answered using the strongest designs because
of ethical or practica constraints. Much of this
chapter concerns designs for illuminating causal
relationships.

Design Terminology

It is easy to get confused about terms used for
research designs because there is inconsistency
among writers. Moreover, design terms used
by medical and epidemiologic researchers are usu-
ally different from those used by socia scientists.
Many early nurse researchers got their research
training in social science fields such as psychology
or sociology before doctoral-level training became
availablein schools of nursing, and so social scien-
tific design terms have predominated in the nursing
research literature.

Nurses interested in establishing an evidence-
based practice must to be able to understand stud-
ies from many disciplines. We use both medical
and socia science terms in this book, although the
latter predominate. Table 9.1 provides alist of sev-
eral design terms used by social scientists and the
corresponding terms used by medical researchers.

EXPERIMENTAL
DESIGN

A basic distinction in quantitative research design
is between experimental and nonexperimental
research. In an experiment (or randomized con-
trolled trial, RCT), researchers are active agents,
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SOCIAL SCIENTIFIC TERM
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Research Design Terminology in the Social Scientific and Medical Literature

MEDICAL RESEARCH TERM

Experiment, true experiment, experimental study

Randomized controlled trial, randomized clinical trial, RCT

Quasi-experiment, quasi-experimental study

Controlled trial, controlled trial without randomization

Nonexperimental study, correlational study

Observational study

Retrospective study

Case-confrol study

Prospective nonexperimental study

Cohort study

Group or condition [e.g., experimental or
control group/condition)

Croup or arm (e.g., intervention or control arm)

Experimental group

not passive observers. Early physical scientists
learned that although pure observation of phenom-
ena is valuable, complexities occurring in nature
often made it difficult to understand relationships.
This problem was addressed by isolating phenomena
in alaboratory and controlling the conditions under
which they occurred. Procedures developed by
physical scientists were profitably adopted by biol-
ogists during the 19th century, resulting in many
achievements in physiology and medicine. The
20th century witnessed the increased use of experi-
mental methods by researchers interested in human
behavior.

The controlled experiment is considered to be
the gold standard for yielding reliable evidence
about causes and effects. Experimenters can be
relatively confident in the genuineness of causa
rel ationships because they are observed under con-
trolled conditions and typically meet the criteriafor
establishing causality. As we pointed out in Chap-
ter 4, hypotheses are never proved or disproved by
scientific methods, but true experiments offer the
most convincing evidence about the effect one vari-
able has on another.

A true experimental or RCT design is character-
ized by the following properties:

Treatment or infervention group

e Manipulation: The researcher does something
to at least some participants—that is, there is
some type of intervention.

e Control: The researcher introduces controls
over the experimentd sSituation, including devising
an approximation of a counterfactual—usually,
a control group that does not receive the inter-
vention.

e Randomization: The researcher assigns partici-
pants to a control or experimental condition on
arandom basis.

Design Features of True Experiments

Researchers have many options in designing an
experiment. We begin by discussing several fea
tures of experimental designs.

Manipulation: The Experimental

Intervention

Manipulation involves doing something to study
participants. Experimenters manipulate the inde-
pendent variable by administering a treatment
(intervention) to some people and withholding it
from others, or administering a different treatment.
Experimenters deliberately vary the independent
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variable (the presumed cause) and observe the
effect on the outcome.

For example, suppose we hypothesized that gen-
tle massage is an effective pain relief strategy for
nursing home resdents. The independent variable,
receipt of gentle massage, can be manipulated by
giving some patients the massage intervention and
withholding it from others. We would then compare
pain levels (the dependent variable) in the two
groupsto seeif differencesin receipt of theinterven-
tion resulted in differencesin average pain levels.

In designing RCTSs, researchers make many
decisions about what the experimental condition
entails, and these decisions can affect the conclu-
sions. To get a fair test, the intervention should be
appropriate to the problem, consistent with a theo-
retical rationale, and of sufficient intensity and
duration that effects might reasonably be expected.
The full nature of the intervention must be delin-
eated in formal protocolsthat spell out exactly what
the treatment is. Among the questions researchers
need to address are the following:

e What is the intervention, and how does it differ
from usual methods of care?

e What specific procedures are to be used with
those receiving the intervention?

e What is the dosage or intensity of the interven-
tion?

e Over how long a period will the intervention be
administered, how frequently will it be admin-
istered, and when will the trestment begin (e.g.,
2 hours after surgery)?

e Who will administer the intervention? What are
their credentials, and what type of specia train-
ing will they receive?

e Under what conditions will the intervention be
withdrawn or altered?

The god in most RCTs is to have an identical
intervention for all peoplein the treatment group. For
example, in most drug studies, those in the experi-
menta group are given the exact same ingredient, in
the same dose, administered in exactly the same
manner—all according to well-articulated protocols.
There is, however, growing interest in patient-
centered interventions or PCls (Lauver et d.,
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2002). The purpose of PCls is to enhance treatment
efficacy by taking people's characteristics or needs
into account. In tailored interventions, each person
receives an intervention customized to certain char-
acteristics, such as demographic characteristics (e.g.,
gender), cognitive factors (e.g., reading leve), or
affective factors (e.g., motivation). Interventions
based on the Transtheoretical (stages of change)
Model (Chapter 6) usualy are PCIs, because the
intervention is tailored to fit peopl€’s readiness to
change their behavior. There is some evidence that
taillored interventions are more effective than stan-
dardized interventions (eg., Lauver et al., 2003).
More research in this area is needed, however, and
such researchislikely to play animportant rolein our
current evidence-based practice environment in
which there is a strong interest in understanding not
only what works, but what works for whom.

3 T 1P : Although PCls are not universally standardized, they
are typically administered according to well-defined procedures and
guidelines, and the intervention agents are carefully trained in mak-
ing decisions about who should get what type of treatment.

Manipulation: The Control Condition
Evidence about relationships requires making at
least one comparison. If we were to supplement the
diet of premature infants with a special nutrient for 2
weeks, their weight at the end of 2 weeks would tell
us nothing about treatment effectiveness. At a bare
minimum, we would need to compare posttreatment
weight with pretreatment weight to determine if, at
least, their weight had increased. But, let us assume
that we find an average weight gain of 1 pound.
Does this gain support the conclusion that the nutri-
tion supplement (the independent variable) caused
weight gain (the dependent variable)? No, it does
not. Babies normally gain weight as they mature.
Without a control group—a group that does not
receive the supplement—it isimpossible to separate
the effects of maturation from those of the treatment.
Theterm control group refersto agroup of par-
ticipants whose performance on an outcomeis used
to evaluate that of the treatment group on the same
outcome. As noted in Table 9.1, researchers with



training from asocial science tradition use theterm
“group” or “condition” (e.g., the experimental
group or the control condition), but medical
researchers often use the term “arm,” as in the
intervention arm or the control arm of the study.

The control condition is a proxy for an ided
counterfactual. Researchers have choices about what
to use as the counterfactual. Their decision is some-
times based on theoretical or substantive grounds,
but may be driven by practical or ethical concerns. In
some research, control group members receive no
treatment at all—they are merely observed with
respect to performance on the outcome. This type of
control condition is not usually feasible in nursing
research. For example, if we wanted to evaluate the
effectiveness of a nursing intervention for hospital
patients, we would not devise an RCT in which
patients in the control group received no nursing
care at al. Among the possibilities for the counter-
factual are the following:

1. An dternative intervention; for example, par-
ticipants could receive two different types of
distraction as alternative therapies for pain.

2. A placebo or pseudointervention presumed to
have no therapeutic value; for example, in studies
of the effectiveness of drugs, some patients get
the experimental drug and others get an innocu-
ous substance. Placebos are used to control for
the nonpharmaceutical effects of drugs, such as
the attention being paid to participants. (There
can, however, be placebo effects—changes in
the dependent variable attributable to the placebo
condition—because of participants expectations
of benefits or harms).

Example of a placebo control group: In a
study of the effect of sucrose on infant pain
responses during routine immunizations, Haffield
[2008) randomly assigned infants to groups adminis-
tered either a sucrose solution or sterile water.

3. Standard methods of care—the usual proce-
dures used to care for patients. Thisisthe most
typical control condition in nursing studies.

4. Different doses or intensities of treatment
wherein al participants get some type of
intervention, but the experimental group gets
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an intervention that is richer, more intense, or
longer. This approach is attractive when there
is a desire to analyze dose-response effects,
that is, to test whether larger doses are associ-
ated with larger benefits, or whether a smaller
(and perhaps less costly or burdensome) dose
would suffice.

Example of different dose groups: Martinez
and colleagues [2009) used an experimental design
to test the relative effect of three “doses” of a walk-
ing intervention for patients with peripheral arterial
disease. Participants were randomly assigned fo

a walking program lasting 2 to @ weeks, 10 to

14 weeks, or 15 to 94 weeks.

5. Wait-list control group, with delayed treat-
ment; the control group eventualy receives
the full experimental intervention, after al
research outcomes are assessed.

Example of a wait-list control group: Heidrich
and colleagues [2009) assessed the efficacy of an
individualized infervention to improve symptom man-
agement in older breast cancer survivors. In one of
their pilot studies, participants were assigned at ran-
dom fo the treatment condition or to a waitlist control

group.

Methodologically, the best test is between two
conditions that are as different as possible, as when
the experimental group gets a strong treatment
and the control group gets no treatment. Ethically,
the most appealing counterfactual is probably the
delay of treatment approach (number 5), which
may be hard to do pragmatically. Testing two com-
peting interventions (number 1) also has ethica
appeal, but therisk is that the results will be incon-
clusive because it is difficult to detect differential
effects if both interventions are at least moderately
effective.

Some researchers combine two or more compar-
ison strategies. For example, they might test two
alternative treatments (option 1) against a placebo
(option 3). Another option is to compare an inter-
vention, a placebo, and no treatment. The use of
multiple comparison groups is often attractive
but, of course, adds to the cost and complexity of
the study.
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Example of a three-group design: Nikolajsen
and colleagues (2009) randomly assigned patients
undergoing placement of a femoral nerve block to
one o?fhree groups: two alternative infervention
groups [audiovisual stimulation versus audio stimula-
fion) or a “usual care” control group. Differences in
pain were then assessed.

Sometimes researchers include an attention
control group when they want to rule out the pos-
sibility that intervention effects are caused by the
special attention given to those receiving the inter-
vention, rather than by the actual treatment content.
The idea is to separate the “active ingredients’ of
the treatment from the “inactive ingredients’ of
specia attention.

Example of an attention control group: Seers
and colleagues (2008) studied the effectiveness of
relaxation Por reducing postoperative pain and anxi-
ety in orthopedic surgery patients. The design
involved four groups—total body relaxation, jaw
relaxation, attention control, and usual care control.
Those in the attention control group received usual
care, plus exfra attention by being asked to describe
what they do, feel, and think when they are in pain.

The control group decision should be based on
an underlying conceptualization of how the inter-
vention might “cause” the intended effect, and
should also reflect consideration of what it is that
needs to be controlled. For example, if attention
control groups are being considered, there should
be an underlying conceptualization of the construct
of “attention” (Gross, 2005).

Whatever decision is made about a control
group strategy, researchers need to be as careful in
spelling out the counterfactual asin delineating the
intervention. In research reports, researchers some-
times say that the control group got “usua methods
of care” without explaining what that condition
was and how different it was from the intervention
being tested. In drawing on an evidence base for
practice, nurses need to understand exactly what
happened to study participants in different condi-
tions. Barkauskas and colleagues (2005) and
Shadish and colleagues (2002) offer useful advice
about developing a control group strategy.
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Randomization

Randomization (also called random assignment
or random allocation) involves assigning partici-
pants to treatment conditions at random. Random
means that everyone has an equal chance of being
assigned to any group. If people are placed in
groups randomly, there is no systematic biasin the
groups with respect to preintervention attributes
that could affect outcome variables.

Randomization Principles. The overall purpose of
random assignment is to approximate the ideal—
but impossible—counterfactua of having the same
people in multiple treatment groups simultaneously.
For example, suppose we wanted to study the effec-
tiveness of a contraceptive counseling program for
multiparous women who have just given birth. Two
groups of women are included—one will be coun-
seled and the other will not. Women in the sample
are likely to differ from one another in many ways,
such as age, marital status, financial situation, and
the like. Any of these characteristics could affect a
woman’s diligence in practicing contraception,
independent of whether she receives counseling. We
need to have the “counsel” and “no counsel” groups
equal with respect to these confounding characteris-
tics to assess the impact of counseling on subse-
guent pregnancies. A counterfactual group needs to
be equivalent, to the fullest extent possible, to the
intervention group. Random assignment of people
to one group or the other is designed to perform this
equalization function. One method might be to flip
a coin (more elaborate procedures are discussed
later). If the coin comes up “heads,” a participant
would be assigned to one group; if it comes up
“tails,” she would be assigned to the other group.
Although randomization is the preferred method
for equalizing groups, there is no guarantee that the
groups will be equa. As an example, suppose the
study sampleinvolves 10 women who have given birth
to 4 or more children. Five of the 10 women are aged
35 years or older, and the remaining 5 are younger
than age 35. We would expect random assignment to
result in two or three women from the two age ranges
in each group. But suppose that, by chance, the older
five women al ended up in the counsdling group.



These women, who are nearing the end of childbear-
ing years, have alower likelihood of conceiving. Thus,
follow-up of their subsequent childbearing might sug-
gest that the counsdling program was effective in
reducing subsequent pregnancies; yet, a higher birth
rate in the control group may reflect age and fecundity
differences, not lack of exposure to counseling.

Degspite this possibility, randomization is the
most trustworthy method of equalizing groups.
Unusua or deviant assignments such asthisone are
rare, and the likelihood of getting markedly unequal
groupsis reduced as the sample size increases.

You may wonder why we do not consciously
control characteristics that are likely to affect the
outcome through matching (Chapter 8). For exam-
ple, if matching were used in the contraceptive
counseling study, we could ensure that if there were
a married, 38-year-old woman with six children in
the experimental group, there would be a married,
38-year-old woman with six children in the control
group. There are two problems with matching, how-
ever. Firgt, to match effectively, we must know the
characterigtics that are likely to affect the outcome,
but this knowledge is not always available. Second,
even if we knew the relevant traits, the complica
tions of matching on more than two or three
characteristics simultaneously are prohibitive. With
random assignment, all personal characteristics—
age, income, intelligence, religiosity, and so on—
are likely to be equaly distributed in al groups.
Over the long run, the groups tend to be counterbal -
anced with respect to an infinite number of biologic,
psychological, economic, and socidl traits.

Basic Randomization. To demonstrate how random
assignment is performed, we turn to another exam-
ple. Suppose we were testing two aternative inter-
ventions to lower the anxiety of children who are
about to undergo tonsillectomy. One intervention
involves giving structured information about the
surgical team’s activities (procedural information);
the other involves structured information about
what the child will feel (sensation information). A
third control group receives no special interven-
tion. With a sample of 15 children, five will be ran-
domly assigned to each group.
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Researchers can use a table of random num-
bersto randomize. A small portion of such atable
is shown in Table 9.2. In a table of random num-
bers, any digit from 0 to 9 is equally likely to fol-
low any other digit. Going in any direction from
any point in the table produces a random seguence.

In our example, we would number the 15 children
from 1 to 15, as shown in column 2 of Table 9.3, and
then draw numbers between 01 and 15 from the ran-
dom number table. To find a random starting point,
you can close your eyes and let your finger fall at
some point on the table. For this example, assume
that our starting point is a number 52, bolded in
Table 9.2. We can move in any direction from that
point, selecting numbersthat fall between 01 and 15.
Let us move to theright, looking at two-digit combi-
nations. The number to the right of 52 is 06. The per-
son whose number is 06, Nathan O., is assigned to
group |I. Moving aong, the next number within our
rangeis 11. (Tofind numbersin the desired range, we
bypass numbers between 16 and 99.) Alaine J., whose
number is 11, is also assigned to group |. The next
three numbers are 01, 15, and 14. Thus, Kristina N.,
Chris L., and Paul M. are assigned to group |. The
next five numbers between 01 and 15 in the table are
used to assign five children to group II, and the
remaining five are put into group I11. Note that num-
bersthat have aready been used often reappear in the
table before the task is completed. For example, the
number 15 appeared four times during thisrandomiza-
tion. Thisisnormal because the numbers are random.

We can look at the three groups to see if they
are equal for one readily discernible trait, gender.
We started out with eight girls and seven boys. As
Table 9.4 shows, randomization did a good job of
allocating boys and girls about equally across the
three groups. We must accept on faith the probabil -
ity that other characteristics (e.g., race, age, initia
anxiety) are also well distributed in the randomized
groups. The larger the sample, the stronger the like-
lihood that the groups will be comparable across all
factors that could affect the outcomes.

Researchers usualy assign participants propor-
tionately to groups being compared. For example, a
sample of 300 participants in a 2-group design
would generally be alocated 150 to the experimental
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TABLE 9.2 BRI RN DTN

46 85 05 23 26 34 67
69 24 89 34 60 45 30
14 01 33 17 92 50 74
56 30 38 73 15 16 52
81 30 44 85 85 68 65
70 28 42 43 26 /9 37
Q0 41 59 36 14 33 52
39 Q0 40 21 15 59 58
88 15 20 00 80 20 55
45 13 46 35 45 59 40
70 01 41 50 21 41 29
37 23 93 32 95 05 87
18 63 73 75 09 82 44
05 32 78 21 62 20 24
Q5 09 66 79 46 48 46
43 25 38 41 45 60 83
80 85 40 92 79 43 52
81 08 87 70 74 88 72
84 89 07 80 02 94 81

group and 150 to the control group. If there were 3
groups, there would be 100 per group. It isalso pos-
sible (and sometimes desirable ethically) to have a
different alocation. For example, if an especialy
promising treatment were developed, we could
assign 200 to the treatment group and 100 to the
control group. Such an dlocation does, however,
make it more difficult to detect treatment effects at
statistically significant levels—or, to put it another
way, the overall sample size must be larger to attain
the same level of statistical reliability.
Computerized resources are available for free on
the Internet to help with randomization. One such
website is www.randomizer.org, which has a useful
tutorial. Standard statistical software packages (e.g.,
SPSS or SAS) can also be used (see Shadish et al.,
2002, p. 311). We dso offer 2-digit and 3-digit ran-
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83 00 74 Q1 06 43 45
75 21 61 31 83 18 55
72 77 76 50 33 45 13
Q6 76 11 65 49 98 93
73 76 Q@2 85 25 58 66
52 20 01 15 96 32 67
66 65 55 82 34 76 41
Q0 67 66 82 14 15 75
14 09 Q6 27 74 82 57
20 59 43 94 75 16 80
73 12 71 85 71 59 57
1119 Q2 78 42 63 40
Q0 05 04 92 17 37 0Ol
17 59 45 19 72 53 32
55 58 15 19 02 87 82
59 83 01 29 14 13 49
63 18 38 38 47 47 61
67 36 66 16 44 94 31
19 00 54 10 58 34 36

dom number tables in the Toolkit included with the
accompanying Resource Manual.

:) T 1P : There is considerable confusion—even in research
methods textbooks — about random assignment versus random
sampling. Randomization (random assignment) is a signature of an
experimental design. If there is no random allocation of participants
to conditions, then the design is not a frue experiment. Random
sampling, by contrast, is a method of selecting people for a study
(see Chapter 12). Random sampling is ot a signature of an experi-
mental design. In faci, most RCTs do not involve random sampling.

Randomization Procedures. The success of random-
ization depends on two factors. First, the allocation
process should be truly random. Second, there
must be strict adherence to the randomization
schedule. The latter can be achieved if the aloca



Example of Random

TABLE 9.3 Assignment Procedure

CHILD’S GROUP
NAME NUMBER ASSIGNMENT
Kristina N. 01 |
Derek A. 02 Il
Trinity A. 03 Il
Lauren J. 04 I
Crace S. 05 I
Nathan O. 06 |
Norah J. 07 Il
Thomas N. 08 Il
Daniel B. 09 [
Ritar T. 10 1l
Alaine J. 11 |
Maren B. 12 I
Vadim B. 13 [
Paul M. 14 |
Chris L. 15 |

tion is unpredictable (for both participants and
those enrolling them) and tamperproof. Random
assignment should involve allocation conceal-
ment that prevents those who enroll participants
from knowing upcoming assignments. Allocation
concealment is intended to prevent biases that
could stem from knowledge of allocations before
assignments actually occur. To use an exaggerated
example, if the person doing the enrollment knew
that the next person enrolled would be assigned to a
promising intervention, he or she might defer
enrollment until a particularly needy patient came

Breakdown of the Gender

TABLE 9.4 Composition of the Three

Groups
GENDER GROUPI GROUPII GROUP Il
Boys 3 2 2
Girls 2 3 3
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along. Allocation concealment can aways beimple-
mented, regardless of the intervention.

Several methods have been devised to ensure dlo-
cation concealment, many of which involve devel op-
ing arandomization schedule before the study begins.
This is advantageous when people do not enter a
study simultaneoudly, but rather on a rolling enroll-
ment basis. In such situations, the sequence of alloca-
tion can be predetermined before enrollment. One
widely used method isto have sequentially numbered,
opaque sealed envelopes (SNOSE) containing assign-
ment information. As each participant enters the
study, he or she receives the next envelope in the
sequence (for procedural suggestions, see Vickers,
2006, or Doig & Simpson, 2005). Envelope systems,
however, can be subject to tampering (Vickers, 2006).
A preferred method is to have treatment allocation
information communicated to interventionists by a
person unconnected with enrollment or treatment, by
telephone or email. This person is trained to strictly
follow the randomization schedule. In multisite trids,
centralized randomization is strongly recommended.

:) T1P: Padhye and colleagues (2009) have described an
easy-o-use spreadsheet method for randomization in small studies.

The timing of randomization is also important.
Study €ligibility—whether a person meets the crite-
ria for inclusion—should be ascertained before ran-
domization. If baseline data (preintervention data)
are collected to measure key outcomes, this should
occur before randomization to rule out any possibil-
ity that group assignment in itself might affect
outcomes prior to treatment. Randomization should
occur as closely as possible to the start of the inter-
vention to maximize the likelihood that all random-
ized people will actually receive the condition to
which they have been assigned. Figure 9.1 illustrates
the sequence of steps that occurs in most RCTS,
including the timing for obtaining informed consent.

Randomization Variants. In most cases, randomization
involves the random assignment of individuals to dif-
ferent conditions. An dternative is cluster random-
ization, which involves randomly assigning clusters
of peopleto different treatment groups (Chrigtieet d.,
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Screen for eligibility
for the study

Eligible Not eligible
4
Obtain informed consent
Y
Consent granted Consent withheld

Y

Collect baseline data

Y

Randomly assign
to condition

AN

Administer intervention

Administer control condition(s)

N

/

Collect outcome data

FIGURE 9.1 Sequence of stepsin aconventional randomization design.

2009). Cluster randomization may enhance the feasi-
bility of conducting an experiment. Groups of patients
who enter a hospital unit at the sametime, or patients
at different sites, can be randomly assigned to atrest-
ment condition as aunit—thus ruling out, in some Sit-
uations, practical impedimentsto randomization. This
approach aso reduces the risk of contamination of
treatments, that is, the co-mingling of people in the
groups, which could cloud the results if they
exchange information. The main disadvantages of
cluster randomization are that the statistical analysis
of data obtained through this approach is more com-
plex, and sample size requirements are usually greater
for agiven level of accuracy. Moreover, the number of

units being randomized must be fairly large for the
randomization to be successful in equalizing across
units. Cluster randomization can aso complicate
efforts at research synthess using meta-anayss.
Donner and Klar (2004) and Christie and colleagues
(2009) offer useful discussions about planning astudy
with cluster randomization.

Example of cluster randomization: Huizing and
colleagues (2009) tested an educational intervention
fo reduce the use of restraints in psychogeriatric nurs-
ing home wards. Fourteen wards were random!
assigned fo receive the infervention or not. In all, 105
nursing home residents were included in the analyses.



Simple randomization is usualy adequate for
creating groups with comparable characteristics,
but researchers sometimes take steps to ensure that
subgroups of participants are alocated equally to
conditions through stratification. For example, if a
researcher stratified on the basis of gender, men and
women would be randomly assigned to conditions
separately, thus ensuring that both men and women
received the intervention in the right proportions.

:) T 1 P : Sometimes stratification is called blocking, and the
resulting design is called o randomized block design. This should
not be confused with the design described next. When a cluster ran-
domized design is used, it is almost always a good idea to first strafify
units along a dimension of importance before randomizing.

Sometimes people are randomly assigned in
blocks through permuted block randomization.
Rather than having a randomization schedule for the
entire sample, randomization occursfor blocks of par-
ticipants—for example, 6 or 8 a atime. If the entire
sampleisrandomly dlocated to conditions, the first 5
or 6 people could be alocated to one or another con-
dition, by chance alone. If dlocation is done in ran-
domly permuted blocks in randomly selected sizes,
randomization within the small blocks would guaran-
tee a balanced distribution across conditions while
maintaing allocation concealment. Such a system is
especialy appropriate when enrollment occurs over a
long period of time because the type of people
enrolling might change—or the intervention itself
might change due to improved proficiency in imple-
menting it. The Toolkit in the Resource Manual offers
guidance on block randomization.

Example of stratified, permuted block ran-
domization: Lai and colleagues (2006) studied the
effect of music during kangaroo care on maternal
anxiety and infant response. Mother—infant dyads
were randomly assigned to the treatment or control
group using permuted block randomization, strafified
on infant gender.

A controversial randomization variant is called
randomized consent or a Zelen design after its
originator (Zelen, 1979). Study participants some-
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times have a preference about which condition they
want. If randomization occurs after informed con-
sent (asin Figure 9.1), people who are not assigned
to their preferred condition may opt out of the
study. Zelen proposed a simple solution: randomize
first and then obtain consent, thus eliminating the
possibility that the consent process will generate
preferences. Those in the intervention group are
then approached and offered the intervention,
which they can accept or decline. If the control
group condition is standard care, control group
members may not even be asked for their consent,
as they would not be getting anything different.
The ethical controversies surrounding this form of
randomization, as well as its merits and other limi-
tations, have been described by Homer (2002).

Example of the Zelen design: Steiner and col-
leagues (2001 compared postacute intermediate
care in a nurse-led unit versus conventional care on
general medical wards in ferms of such outcomes as
patients’ length of stay and mortality. The investiga-
fors, who used the Zelen design to randomize
patients, argued that conventional randomization
was distressful and confusing to many older patients.

Another method of addressing preferences is
partially randomized patient preference (PRPP),
wherein all participants are asked preferences about
treatment conditions. Only those without a strong
preference are randomized, but all participants are
followed up. Lambert and Wood (2000) outlined the
benefits and problems of this approach.

Blinding or Masking

A rather charming (but problematic) quality of
people is that they usually want things to turn out
well. Researchers want their ideas to work, and
they want their hypotheses supported. Participants
often want to be helpful and also want to present
themselvesin a positive light. These tendencies can
lead to biases because they can affect what partici-
pants do and say (and what researchers ask and
perceive) in ways that distort the truth.

A procedure called blinding (or masking) is
used in some RCTs to prevent biases stemming
from awareness. Blinding involves concealing
information from participants, data collectors, care
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providers, intervention agents, or data analysts to
enhance objectivity and minimize expectation
bias. For example, if participants are not aware of
whether they are getting an experimental drug or a
placebo, then their outcomes cannot be influenced
by their expectations of its efficacy. Blinding typi-
caly involves disguising or withholding informa-
tion about participants status in the study (e.g.,
whether they are in the experimental or control
group), but can aso involve withholding informa
tion about study hypotheses, baseline performance
on outcomes, or preliminary study results.

The absence of blinding can result in different
biases. Performance bias refers to systematic
differencesin the care provided to members of dif-
ferent groups of participants, apart from an inter-
vention that is the focus of the inquiry. For
example, participants in a “usual care” group may
seek to obtain an innovative intervention else-
where. Those delivering an intervention might treat
participants in groups differently, apart from the
intervention itself. Blinding of participants, and
blinding agents delivering treatments, is used to
avoid performance bias. Detection (or ascertain-
ment) bias, which concerns systematic differences
between groups in how outcome variables are mea-
sured, verified, or recorded, is addressed by blind-
ing those who collect the outcome data or, in some
cases, those who analyze them.

Unlike allocation concealment, blinding is not
always possible. Drug studies often lend themselves
to blinding, but many nursing interventions do not.
For example, if the intervention were a smoking
cessation program, participants would know that
they were receiving the intervention, and the inter-
ventionist would be aware of who was in the pro-
gram. However, it isusually possible, and desirable,
to at least mask participants' treatment status from
people collecting outcome data and from other clin-
icians providing normal care.

:) T1P : Although blinding is useful for minimizing bias, it may
not be necessary if subjectivity and error risk are low. For example,
participants’ ratings of pain are subjective and susceptible to biases
stemming from their own or data collectors’ awareness of group
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status or study hypotheses. Hospital readmission and length of hospi-
tal stay, on the other hand, are variables less likely o be affected by
people’s awareness.

When blinding is not used, the study is an open
study, in contrast to aclosed study that resultsfrom
masking. When blinding is used with only one
group of people (e.g., study participants), itissome-
times described as a single-blind study. Whenitis
possible to mask with two groups (e.g., those deliv-
ering an intervention and those receiving it), it is
sometimes called double-blind, and when three
groups are masked, it may be called triple-blind.
However, recent guidelines have recommended that
researchers not use these terms without explicitly
stating which groups were blinded to avoid any
ambiguity (Moher et ., 2010).

The term blinding, though widely used, has
falen into some disfavor because of possible pejo-
rative connotations, and some organizations (e.g.,
the American Psychological Association) have
recommended using masking instead. Medica
researchers, however, appear to prefer blinding
unless the people in the study have vision impair-
ments (Schulz et al., 2002). Similarly, the vast
majority of nurse researchers use the term blinding
rather than masking (Polit et al., 2010).

Example of a single-blind experiment: Polkki
and colleagues (2008) tested an imagery-induced
relaxation infervention to reduce postoperative pain
in 8-to 12-yearold children. The nurse who
collected the data did not know whether children
were in the infervention group or the usual care
control group.

Specific Experimental Designs

There are numerous experimental designs, includ-
ing many that are not discussed in this book, such
as nested designs and the Solomon four-group
design. Some popular designs described in this sec-
tion are summarized in Table 9.5. The second column
(schematic diagram) depicts design notation from
a classic monograph (Campbell & Stanley, 1963).
In this notation, R means random assignment,
O represents an observation (i.e., data collection on
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the outcome variable), and X stands for exposure to
the intervention. Each row designates a different
group, and time is portrayed moving from left
to right. Thus, in Row 2 (a basic pretest—posttest
design), the top line represents the group that
was randomly assigned (R) to an intervention (X)
and from which data were collected prior to (O,)
and after (O,) the intervention. The second row is
the control group, which differs from the experi-
mental group only by absence of the treatment (no
X). (Note that some information in the “draw-
backs’ column of Table 9.5 is not discussed until
Chapter 10.)

Basic Experimental Designs
Earlier in this chapter, we described a study that
tested the effect of gentle massage on pain in nurs-
ing home residents. This example illustrates a sm-
ple design that is sometimes called a posttest-only
design (or after-only design) because data on the
dependent variable are collected only once—after
randomization and completion of the intervention.

A second basic design involves the collection of
baseline data, as shown in the flow chart (Figure
9.1). Suppose we hypothesized that convective air-
flow blankets are more effective than conductive
water-flow blankets in cooling critically ill febrile
patients. Our design involves assigning patients to
the two types of blankets (the independent vari-
able) and measuring the dependent variable (body
temperature) twice, before and after the interven-
tion. This design alows us to examine whether
one blanket type is more effective than the other in
reducing fever—that is, with this design researchers
can examine change. This design is a pretest—
posttest design or a before-after design. Many
pretest—posttest designs include data collection at
multiple postintervention points (sometimes called
repeated measures designs, as noted in Chapter 8).
Designs that involve collected data multiple times
from two groups can be described as mixed designs:
andyses can examine both differences between
groups and changes within groups over time.

These basic designs can be “tweaked” in various
ways—for example, the design could involve
comparison of three or more groups or could have
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a wait-listed control group. These designs are
included in Table 9.5.

Example of a pretest-posttest experimental
design: \Wentworth and colleagues (2009) tested
the efficacy of a 20-minute massage on tension,
anxiety, and pain in pafienfs awaifing invasive car-
diovascular procedures. Outcomes were measured
before and after the massage.

Factorial Design
Most experimental designs involve manipulating
only one independent variable, but it is possible to
manipulate two or more variables simultaneously.
Suppose we were interested in comparing two ther-
apies for premature infants: tactile stimulation ver-
sus auditory stimulation. We aso want to learn
if the daily amount of stimulation (15, 30, or 45
minutes) affects infants' progress. The outcomes
are measures of infant development (e.g., weight
gain, cardiac responsiveness). Figure 9.2 illustrates
the structure of thisRCT.

Thisfactorial design allows us to address three
research questions:

1. Does auditory stimulation have a more benefi-
cial effect on premature infants development
than tactile stimulation, or vice versa?

2. Isthe duration of stimulation (independent of
type) related to infant devel opment?

3. Is auditory stimulation most effective when
linked to a certain dose and tactile stimulation
most effective when coupled with a different
dose?

The third question shows the strength of factorial
designs: they permit usto test not only main effects

Type of stimulation

Auditory | Tactile
Al A2
. 1 in.
Daily S AT 1| A2 B
dose
30 Min.
B2 Al B2 | A2 B2
45 Min.
B3 Al B3 | A2 B3

FIGURE 9.2 Exampleof a2 X 3factoria design.



(effects from experimentally manipulated variables,
asinquestions 1 and 2), but also inter action effects
(effects from combining treatments). It may be
insufficient to say that auditory stimulation is better
than tactile stimulation (or vice versa) and that 45
minutes of daily stimulation is more effective than
15 or 30 minutes. How these two variables interact
(how they behavein combination) isa so of interest.
Our results may indicate that 45 minutes of auditory
stimulation is the most beneficial treatment. We
could not have learned this by conducting two sepa-
rate studies that manipulated one independent vari-
able and held the second one constant.

In factorial experiments, people are randomly
assigned to a specific combination of conditions.
In our example in Figure 9.2, infants would be
assigned randomly to one of six cells—that is, six
treatment conditions or boxes in the diagram. The
two independent variables in a factorial design
are the factors. Type of stimulation is factor A and
amount of daily exposure is factor B. Level 1 of
factor A isauditory and level 2 of factor A istactile.
When describing the dimensions of the design,
researchers refer to the number of levels. The
designin Figure9.2isa2 X 3 design: two levelsin
factor A times three levels in factor B. Factorial
experiments can be performed with multiple inde-
pendent variables (factors), but designs with more
than three factors arerare.

Example of a factorial design: Munro and
colleagues (2009) used a 2 X 2 factorial design to
fest freatments fo prevent ventilator-associated pneu-
monia in critically il adults. Patients were ron(ﬁ)ml\/
assigned to 1 of 4 conditions: 0.12% solution
chlorhexidine oral swab twice daily, toothbrushing
three times daily, both freatments, or neither
treatment.

Crossover Design

Thus far, we have described RCTs in which differ-
ent people are randomly assigned to different treat-
ments. For instance, in the previous example,
infants exposed to auditory stimulation were not
the same infants as those exposed to tactile stimula-
tion. A crossover design involves exposing the
same people to more than one condition. This type
of within-subjects design has the advantage of
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ensuring the highest possible equivalence among
participants exposed to different conditions—the
groups being compared are equal with respect to
age, weight, health, and so on because they are
composed of the same people.

Because randomization is a signature character-
istic of an experiment, participants in a crossover
design must be randomly assigned to different
orderings of treatments. For example, if acrossover
design were used to compare the effects of auditory
and tactile stimulation on infant development,
some infants would be randomly assigned to
receive auditory stimulation first, and others would
be assigned to receive tactile stimulation first.
When there are three or more conditions to which
participants will be exposed, the procedure of
counter balancing can be used to rule out ordering
effects. For example, if there were three conditions
(A, B, C), participants would be randomly assigned
to one of six counterbalanced orderings:

A, B, C A, C B
B, C A B, A, C
C, A B C, B, A

Although crossover designs are extremely pow-
erful, they are inappropriate for certain research
questions because of the problem of carry-over
effects. When people are exposed to two different
treatments or conditions, they may be influenced in
the second condition by their experience in the first
condition. As one example, drug studiesrarely usea
crossover design because drug B administered after
drug A is not necessarily the same treatment as drug
B administered before drug A. When carry-over
effects are a potential concern, researchers often
have a washout period in between the treatments
(i.e., aperiod of no treatment exposure).

Crossover designs usualy involve treatments
administered in atime sequence. Crossover designs
can, however, involve simultaneous tests on two
sides of a person’s body.

Example of a crossover design: Pinar and col-
leagues (2009) fested two leg bag products (with
and without latex) on a somp?e of men postradical
prostatectomy. Each product was teste(f ina
randomized order, for 4 to 5 days.
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Strengths and Limitations of Experiments

In this section, we explore the reasons why experi-
mental designs are held in high esteem and exam-
ine some limitations.

Experimental Strengths

An experimental design is the gold standard for
testing interventions because it yields strong evi-
dence about intervention effects. Through random-
ization and the use of a comparison condition,
experimenters come as close as possible to attain-
ing the “ideal” counterfactual. Experiments offer
greater corroboration than any other approach that,
if the independent variable (e.g., diet, drug, teach-
ing approach) is manipulated, then certain conse-
guences in the dependent variable (e.g., weight
loss, recovery, learning) may be expected to ensue.
The great strength of RCTSs, then, lies in the confi-
dence with which causal relationships can be
inferred. Through the controls imposed by manipu-
lation, comparison, and—especially—randomization,
alternative explanations can often be ruled out or
discredited. It is because of these strengths that
meta-analyses of RCTs, which integrate evidence
from multiple studies using an experimental
design, are at the pinnacle of evidence hierarchies
for questions about treatment (Figure 2.1, p. 28).

Experimental Limitations

Despite the benefits of experimental research, this
type of design also has limitations. First, there are
often constraints that make an experimental
approach impractical or impossible. These con-
straints are discussed later in this chapter.

:) T 1P : Shadish and colleagues (2002) described 10
situations that are especially conducive to randomized
experiments; these are summarized in a table in the Toolkit.

Experiments are sometimes criticized for their
artificiality. Part of the difficulty liesin the require-
ments for randomization and then comparable
treatment within groups, with strict adherence to
protocols. In ordinary life, the way we interact with
people is not random. Another aspect of experi-
ments that is considered artificia is the focus on
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only a handful of variables while holding all else
constant. This requirement has been criticized as
being reductionist and as artificialy constraining
human experience. Experiments that are under-
taken without a guiding theoretical framework are
sometimes criticized for suggesting causal connec-
tions without any explanation for why the interven-
tion affected observed outcomes.

A problem with RCTs conducted in clinical set-
tings is that it is often clinical staff, rather than
researchers, who administer an intervention; there-
fore, it can sometimes be difficult to determine if
those in the intervention group actually received
the treatment and if those in the control group did
not. It may be especially difficult to maintain the
integrity of the intervention and control conditions
if the study period extends over time. Moreover,
clinical studies are conducted in environments over
which researchers may have little control—and
control is a critical factor in RCTs. McGuire and
colleagues (2000) have described some issues
relating to the challenges of testing interventionsin
clinical settings.

Sometimes a problem emerges if participants
have discretion about participation in the treatment.
Suppose, for example, that we randomly assigned
patients with HIV infection to a special support
group intervention or to a control group. Experi-
mental subjects who elect not to participate in the
support groups, or who participate infrequently,
actually are in a “condition” that looks more like
the control condition than the experimental one.
The treatment is diluted through nonparticipation,
and it may become difficult to detect any treatment
effects, no matter how effective it might otherwise
have been. We discuss this at greater length in the
next chapter.

Another potential problem is the Hawthorne
effect, a placebo-type effect caused by people's
expectations. The term is derived from a set of
experiments conducted at the Hawthorne plant of
the Western Electric Corporation in which various
environmental conditions, such as light and work-
ing hours, were varied to test their effects on
worker productivity. Regardless of what change
was introduced, that is, whether the light was made



better or worse, productivity increased. Knowledge
of being included in the study (not just knowledge
of being in a particular group) appears to have
affected peopl€e's behavior, thus obscuring the effect
of the treatment.

In sum, despite the superiority of RCTsfor test-
ing causal hypotheses, they are subject to a num-
ber of limitations, some of which may make them
difficult to apply to real-world problems. Never-
theless, with the growing demand for evidence-
based practice, true experimental designs are
increasingly being used to test the effects of nurs-
ing interventions.

QUASI-EXPERIMENTS

Quasi-experiments, called controlled trials with-
out randomization in the medical literature,
involve an intervention but they lack randomiza-
tion, the signature of a true experiment. Some
quasi-experiments even lack a control group. The
signature of a quasi-experimental design, then, is
an intervention in the absence of randomization.

Quasi-Experimental Designs

The most widely used quasi-experimental designs
are summarized in Table 9.6, which depicts designs
using the schematic notation we introduced earlier.

Nonequivalent Control Group Designs

The nonequivalent control group pretest—posttest
design involves two groups of participants, from
whom outcome data are collected before and after
implementing an intervention. For example, suppose
we wished to study the effect of a new hospital-
wide model of care that involved having a patient
care facilitator (PCF) be the primary point person
for all patients during their stay. Our main outcome
is patient satisfaction. The new system is being
implemented throughout the hospital, and so, ran-
domization is not possible. For comparative
purposes, we decide to collect data in a similar
hospital that is not instituting the PCF model. Data
on patient satisfaction is collected in both hospitals

Chapter 9 Quantitative Research Design o 217

at baseline, before the change is made, and again
after itsimplementation.

The first row of Table 9.6 depicts this study
symbolically. The top line represents the experi-
mental (PCF) hospital, and the second row is the
comparison hospital. This diagram is identical to
the experimental pretest—posttest design (see Table
9.5), except there is no “R”—participants have not
been randomized to groups. The design in Table
9.6 is weaker because it cannot be assumed that
the experimental and comparison groups are
equivalent at the outset. Because there is no ran-
domization, quasi-experimental comparisons are
farther from an ideal counterfactua than experi-
mental comparisons. The design is nevertheless
strong, because baseline data alow us to assess
whether patients in the two hospitals had similar
satisfaction initially. If the comparison and experi-
mental groups are similar at baseline, we could be
relatively confident inferring that any posttest
difference in satisfaction was the result of the new
care model. If patient satisfaction is different
initially, however, it will be difficult to inter-
pret posttest differences. Note that in quasi-
experiments, the term comparison group is
often used in lieu of control group to refer to the
group against which treatment group outcomes are
evaluated.

Now, suppose we had been unable to collect
baseline data. This design, diagramed in Row 2 of
Table 9.6, has a major flaw. We no longer have
information about the initial equivalence of the two
hospitals. If we find that patient satisfaction in the
experimental hospital is higher than that in the con-
trol hospital at posttest, can we conclude that the
new care delivery method caused improved satis-
faction? An alternative explanation for posttest dif-
ferences is that patient satisfaction in the two
hospitals differed initially. Campbell and Stanley
(1963) called this nonequivalent control group
posttest-only design preexperimental rather than
quasi-experimental because of its fundamental
weakness—although Shadish, and colleagues
(2002), in their more recent book on causal infer-
ence, simply called thisaweaker quasi-experimental
design.
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Example of a nonequivalent control group
pretest-posttest design: Yuan and colleagues

[2009) tested the effectiveness of an exercise infer-
vention on nurses’ physical fitness. The researchers
used nurses from different units of a medical center
in Taiwan fo be in either an infervention group or a
comparison group.

Sometimes researchers use matching within a
pretest—posttest nonequivalent control  group
design to ensure that the groups are, in fact, equiv-
alent on at least some key variables related to the
outcomes. For example, if an intervention was
designed to reduce patient anxiety, then it might be
desirable to not only measure preintervention anxi-
ety in the intervention and comparison group, but
to take steps to ensure that the groups’ anxiety lev-
els were comparable by matching participants’ ini-
tial anxiety. Because matching on more than a
couple variables is unwieldy, a more sophisticated
method of matching, called propensity matching,
can be used by researchers with statistical sophisti-
cation. This method involves the creation of a sin-
gle propensity score that captures the conditional
probability of exposure to a treatment given vari-
ous preintervention characteristics. Experimental
and comparison group members can then be
matched on this score (Qin et a., 2008). Both con-
ventiona and propensity matching are most easily
implemented when there isalarge pool of potential
comparison group participants from which good
matches to treatment group members can be
selected.

In lieu of using a contemporaneous nonran-
domized comparison group, researchers some-
times use a historical comparison group. That
is, comparison data are gathered about a group of
people before implementing the intervention.
Even when the people are from the same institu-
tional setting, however, it is risky to assume that
the two groups are comparable, or that the envi-
ronments are comparablein all respects except for
the new intervention. There remains the possibil-
ity that something other than the intervention
could account for any observed differencesin out-
COMES.
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Example of a historical comparison group:
Swadener-Culpepper and colleagues (2008) studied
the effect of confinuous lateral rotation therapy on
patients at high risk for pulmonary complications.
Length of sfay for those receiving the therapy was
compared fo that for a high-risk%wistoricd comparison

group.

Time Series Designs

In the designs just described, a control group was
used but randomization was not, but some quasi-
experiments have neither. Suppose that a hospital
implemented rapid response teams (RRTS) in its
acute care units. Administrators want to examine
the effects on patient outcomes (e.g., unplanned
admissions to the ICU, mortality rate) and nurse
outcomes (e.g., stress). For the purposes of this
example, assume no other hospital could serve asa
good comparison. The only kind of comparison
that can be made is a before—after contrast. If
RRTs were implemented in January, one could
compare the mortality rate (for example) during the
3 months before RRTswith the mortality rate during
the subsequent 3-month period. The schematic rep-
resentation of such a study is shown in the third
row of Table 9.6.

This one-group pretest—posttest design seems
straightforward, but it has weaknesses. What if
either of the 3-month periodsisatypical, apart from
the innovation? What about the effects of any other
policy changes inaugurated during the same
period? What about the effects of external factors
that influence mortality, such as a flu outbreak or
seasonal migration? This design (also called preex-
perimental by Campbell and Stanley) cannot con-
trol these factors.

:) T 1P : One-group pretest—posttest designs are not always
unproductive. For example, if a study tested a brief teaching
intervention, with baseline knowledge data obtained immediately
before the intervention and posttest knowledge data collected imme-
diately after it it may be reasonable to infer that the intervention is
the most plausible explanation for knowledge gains.

In our RRT example, the design could be modi-
fied so that some aternative explanations for
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changes in mortality could be ruled out. One such
design isthe time series design (sometimes called
an interrupted time series design), diagramed in
Row 4 of Table 9.6. In atime seriesdesign, dataare
collected over an extended period and an interven-
tion is introduced during that period. In the
diagram, O; through O, represent four separate
instances of data collection on an outcome before
treatment, X isthe introduction of the intervention,
and Oy through Og represent four posttrestment
observations. In our example, O, might be the
number of deaths in January through March in the
year before the new RRT system, O, the number of
deaths in April through June, and so forth. After
RRTs are implemented, data on mortality are simi-
larly collected for four consecutive 3-month peri-
ods, giving us observations O through Og.

Even though the time series design does not elim-
inate all problems of interpreting changes in mortal-
ity, the extended time period strengthens the ability
to attribute change to the intervention. Figure 9.3
demonstrates why this is so. The two line graphs
(A and B) in the figure show two possible outcome
patterns for eight mortality observations. The verti-
cal dotted line in the center represents the timing of
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the RRT system. Patterns A and B both reflect afea-
ture common to most time series studies—
fluctuation from one data point to another. These
fluctuations are normal. One would not expect that, if
480 patients died in a hospital in 1 year, the deaths
would be spaced evenly with 40 per month. It is pre-
cisely because of these fluctuationsthat the one-group
pretest—posttest design, with only one observation
before and after the intervention, is so weak.

Let us compare the interpretations that can be
made for the outcomes shown in Figure 9.3. In both
patterns A and B, mortality decreased between
0, and Og, immediately after RRTs were imple-
mented. In B, however, mortality rose at Og and
continued to rise a O,. The decrease at Og looks
similar to other apparently haphazard fluctuations
in mortality. In A, by contrast, the number of deaths
decreases at Oy and remains relatively low for sub-
sequent observations. There may be other explana-
tionsfor achangein the mortality rate, but the time
series design does permit us to rule out the possi-
bility that the data reflect unstable measurements
at only two points in time. If we had used a
simple pretest—posttest design, it would have been
analogous to obtaining the measurements at O, and

(Intervention)

Mortality rate

Data collection periods

FIGURE 9.3 Two possible time series outcome patterns.



Og of Figure 9.3 only. The outcomes in both A and
B are the same at these two time points. The broader
time perspective leads us to draw different conclu-
sions about the effects of RRTS. Nevertheless, the
absence of a comparison group means that the
designisfar from yielding anideal counterfactual.

Time series designs are often especially impor-
tant in quality improvement studies, because in
such efforts randomization is rarely possible, and
only oneinstitution isinvolved in the inquiry.

Example of a time series design: Kratz (2008)
used a time series design to fest the effects of imple-
menting reseorchfbosec? rotocols to decrease nega-
five oufcomes associated with delirium and acute
confusion. Kratz used 3 years of hospital records
data prior to and 4 years of records data affer
implementing the new profocols, for such outcomes
as patient falls and use of restraints.

One drawback of a time series design is that a
large number of data points—100 or more—is
recommended for a traditional analysis (Shadish
et a., 2002), and the anayses are complex. Nurse
researchers are, however, beginning to use a little-
known but versatile and compelling approach called
statistical process control to assess effects when they
have collected data sequentially over aperiod of time
before and after implementing an intervention or
practice change (Polit & Chaboyer, in review).

A powerful quasi-experimental design results
when time series and nonequivalent control group
designs are combined (Row 5 of Table 9.6). In the
examplejust described, atime series nonequivalent
control group design would involve collecting data
over an extended period from both the hospital
introducing the RRTs and another similar hospital
not implementing RRTSs. Information from another
hospital with similar characteristics would make
inferences regarding the effects of RRTs more con-
vincing because other factorsinfluencing the trends
would likely be comparable in both groups.

Numerous variations on the time series design
are possible. For example, additiona evidence
regarding the effects of atreatment can be achieved
by ingtituting the treatment at several different
points in time, strengthening the treatment over
time, or ingtituting the treatment at one point and
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then withdrawing it at alater point, sometimeswith
reingtitution (Row 6 of Table 9.6). Clinical nurse
researchers may be in a good position to use such
time series designs because many measures of
patient functioning are routinely made at multiple
points over an extended period.

Example of a time series design with
withdrawal and reinstitution: HicksMoore
[2005) studied the effect of reloxing music at mealtime
on agitated behaviors of nursing home residents with
dementia. Music was introduced in week 2, removed
in week 3, and then reinstituted in week 4. The
Eot‘rem of agitated behaviors was consistent with the
ypothesis that relaxing music has a calming effect.

A particular gpplication of atime seriesapproachis
caled single-subject experiments (N-of-1 studies).
Single-subject studies use time series designs to
gather information about intervention effects based
on a single patient (or a small number of patients)
under controlled conditions. The most basic single-
subject design involves a baseline phase of data gath-
ering (A) and an intervention phase (B), yielding an
AB design. If thetreatment iswithdrawn, it would be
an ABA design; if awithdrawn treatment is reinsti-
tuted, it would be an ABAB design. Portney and
Watkins (2000) offer val uable guidance about single-
subject studiesin clinical settings.

Example of a single-subject ABAB design:
Ellioft and Horgas (2009) used an ABAB design

in which the infervention (a scheduled dose of
acetaminophen) was administered, withdrawn,

and then reinstituted in three people with dementia.
Data on pain-related behaviors were collected daily

for 24 days.

Other Quasi-Experimental Designs

Several other quasi-experimental designs offer
alternatives to RCTs. One such design, the regres-
sion discontinuity design, will not be elaborated
on here because it israrely used in nursing studies.
This design, which involves systematic assignment
of people to groups based on cut-off scores on a
preintervention measure (e.g., giving an interven-
tion to the most severely ill patients), is considered
attractive from an ethical standpoint and merits
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consideration. Its features have been described in
the nursing literature by Atwood and Taylor (1991).

Earlier in this chapter, we described partialy
randomized patient preference or PRPP. Thisdesign
has advantages in terms of participant recruitment
to participate in a study, because those with a strong
preference get to choose their treatment condition.
Those without a strong preference are randomized,
but those with a preference are given the condition
they prefer and are followed up as part of the study.
The two randomized groups are part of atrue exper-
iment, but the two groups who get their preference
are in a quasi-experiment. This design can yield
valuable information about the kind of people who
prefer one condition over another. The evidence of
treatment effectiveness is weak in the quasi-experi-
mental segment because the people who elected a
certain treatment likely differ from those who opted
for the alternative—and these preintervention dif-
ferences, rather than the dternative treatments,
could account for any observed differences in out-
comes. Yet, evidence from the quasi-experiment
could usefully support or qualify evidence from the
experimental portion of the study.

Example of a PRPP design: Coward (2002)
used a PRPP design in a pilot study of a support

group intervention for women with breast cancer.
She Found that the maijority of women did not want to
be randomized, but rather had a strong preference
for either being in or not being in the support group.
Her article describes the challenges she focec?

Another quasi-experimental approach—often
embedded within a true experiment—is a dose-
response design in which the outcomes of those
receiving different doses of a treatment—not as a
result of randomization—are compared. For exam-
ple, in complex and lengthy interventions, some
people attend more sessions or get more intensive
treatment than others. The rationale for a quasi-
experimental dose-response analysis is that if a
larger dose corresponds to better outcomes, this
provides supporting evidence for inferring that the
treatment caused the outcome. The difficulty,
however, isthat people tend to get different doses of
the treatment because of differences in motivation,
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physical function, or other characteristics that could
be driving outcome differences—and not the differ-
ent doses themselves. Nevertheless, when a dose-
response analyses may yield useful information.

Example of a dose-response analysis within
a true experiment: Lai and Good (2005)
randomly assigned community dwelling elders who
had difficulty ﬁeeping fo a control group or fo an
infervention group that listened to 45-minute sedative
music tapes at bedtime. Those in the intervention

roup experienced significantly better sleep quality
ﬁwon those in the confrol group. Moreover, over the
3-week study period, sleep improved weekly, which
suggested a cumulative dose effect.

Experimental and Comparison
Conditions

Researchers using a quasi-experimental approach,
like those adopting an experimental design, should
strive to develop strong interventions that provide
an opportunity for a fair test, and should develop
protocols documenting what the interventions
entail. Researchers need to be especially careful in
understanding and documenting the counterfactual
in quasi-experiments. In the case of nonequivalent
control group designs, this means understanding
the conditions to which the comparison group is
exposed. In our example of using a hospital with
traditional nursing systems as a comparison for the
new primary nursing system, the nature of that tra-
ditional system should be fully understood. In time
series designs, the counterfactual is the condition
existing before implementing the intervention.
Blinding should be used, to the extent possible—
indeed, this is often more feasible in a quasi-
experiment than in an RCT.

Strengths and Limitations
of Quasi-Experiments

A major strength of quasi-experimentsis that they
are practical. In clinical settings, it is often impos-
sible to conduct true experimental tests of nursing
interventions. Quasi-experimental designs intro-
duce some research control when full experimental
rigor is not possible.



Another advantage of quasi-experiments is that
patients are not always willing to relinquish control
over their treatment condition. Indeed, there is
some evidence that people are increasingly
unwilling to volunteer to be randomized in clinical
trials (Gross & Fogg, 2001). Quasi-experimental
designs, because they do not involve random
assignment, are likely to be acceptable to a broader
group of people. This, in turn, has implications for
the generalizability of the results—but the problem
isthat the results may be less conclusive.

Thus, researchers using quasi-experimental
designs need to be cognizant of their weaknesses
and need to take steps to counteract those weak-
nesses or at least take them into account in inter-
preting results. When a quasi-experimental design
isused, there may be several rival hypotheses com-
peting with the experimental manipulation as expla-
nations for the results. (Thisissue relatesto internal
validity and is discussed further in Chapter 10.)
Take as an exampl e the case in which we administer
a specia diet to frail nursing home residents to
assess its effects on weight gain. If we use no com-
parison group or if we use a honequivaent control
group and then observe a weight gain, we must ask
the questions: Is it plausible that some other factor
caused the gain? Is it plausible that pretreatment
differences between the experimental and compari-
son groups resulted in differential gain? Isit plausi-
ble that the elders, on average, gained weight
simply because the most frail died or were trans-
ferred to a hospital ? If the answer is“yes’ to any of
these questions, then inferences about the causal
effect of the intervention are weakened. The plausi-
bility of any particular rival explanation cannot be
answered unequivocally. Usually, judgment must be
exercised. Because the conclusions from quasi-
experiments ultimately depend in part on human
judgment, rather than on more objective criteria,
cause-and-effect inferences are less compelling.

NONEXPERIMENTAL
RESEARCH

Many research questions—including ones seeking
to establish causal relationships—cannot be
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addressed with an experimental or quasi-
experimental design. For example, at the beginning
of this chapter, we posed this prognosis question:
Do hirth weights under 1,500 grams cause devel-
opmental delays in children? Clearly, we cannot
manipulate birth weight, the independent variable.
Babies are born with weights that are neither ran-
dom nor subject to research control. One way to
answer this question is to compare two groups of
infants—babies with birth weights above and
below 1,500 grams at birth—in terms of their sub-
sequent development. When researchers do not
intervene by manipulating the independent vari-
able, the study isnonexperimental, or, in the med-
ical literature, observational.

Most nursing studies are nonexperimental,
mainly because most human characteristics (e.g.,
birth weight, ethnicity, lactose intolerance) cannot
be experimentally manipulated. Also, many vari-
ables that could technically be manipulated cannot
be manipulated ethically. For example, if we were
studying the effect of prenatal care on infant mor-
tality, it would be unethical to provide such careto
one group of pregnant women while deliberately
depriving a randomly assigned second group. We
would need to locate a naturally occurring group
of pregnant women who had not received prenatal
care. Their birth outcomes could then be compared
with those of women who had received appropriate
care. The problem, however, is that the two groups
of women are likely to differ in terms of many
other characteristics, such as age, education, and
income, any of which individually or in combina-
tion could affect infant mortality, independent of
prenatal care. This is precisely why experimental
designs are so strong in demonstrating cause-and-
effect relationships. Many nonexperimental studies
are designed to explore causal relationships when
experimental work is not possible—although, some
studies have primarily a descriptive intent.

Correlational Cause-Probing Research

When researchers study the effect of a potential
cause that they cannot manipulate, they use corre-
lational designs to examine relationships between
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variables. A correlation is arelationship or associ-
ation between two variables, that is, atendency for
variationin one variableto berelated to variationin
another. For example, in human adults, height and
weight are correlated because there is a tendency
for taller people to weigh more than shorter people.

As mentioned early in this chapter, one criterion
for causality isthat an empirical relationship (corre-
lation) between variables must be demonstrated. Itis
risky, however, to infer causa relationshipsin corre-
lational research. In experiments, researchers have
direct control over the independent variable; the
experimental treatment can be administered to some
and withheld from others, and the two groups can
be equalized with respect to everything except the
independent variable through randomization. In cor-
relational research, on the other hand, investigators
do not control the independent variable, which often
has aready occurred. Groups being compared could
differ in many respects that could affect outcomes of
interest. Although correlational studies are inher-
ently weaker than experimental studies in elucidat-
ing cause-and-effect relationships, different designs
offer different degrees of supportive evidence.

Retrospective Designs

Studies with a retrospective design are ones in
which a phenomenon existing in the present
is linked to phenomena that occurred in the past.
The signature of a retrospective study is that the
researcher begins with the dependent variable (the
effect) and then examines whether it is correlated
with one or more previously occurring independent
variables (potential causes).

Most early studies of the smoking—ung cancer
link used a retrospective case-control design, in
which researchers began with a group of people
who had lung cancer (cases) and another group who
did not (controls). The researchers then looked for
differences between the two groups in antecedent
behaviors or conditions, such as smoking.

In designing a case-control study, researchers try
to identify controls without the disease or condition
who are as similar as possible to the caseswith regard
to key confounding variables (e.g., age, gender).
Researchers sometimes use matching or other tech-
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niques to control for confounding variables. (Some-
timesthey opt to match two or more controlsfor each
case). To the degree that researchers can demonstrate
comparability between cases and controls with
regard to confounding traits, inferences regarding the
presumed cause of the disease are enhanced. The dif-
ficulty, however, is that the two groups are amost
never totally comparable with respect to al potential
factors influencing the dependent variable.

Example of a case-control design: Swenson
and colleagues (2009) used a case-control design
fo assess risk factors for lymphedema following
breast cancer surgery. VWomen with and without lym-
phedema were matched on type of axillary surgery
and surgery date, and then compared to such
onfecec?em risk factors as weight, number of positive
nodes, and treatments received.

Not all retrospective studies can be described as
using a case-control design. Sometimes researchers
use a retrospective approach to identify risk factors
for different amounts of a problem or condition.
That is, the outcome is not “caseness’ but rather
degree of some condition. For example, a retro-
spective design might be used to identify factors
predictive of the length of time new mothers
breastfed their infants. Essentially, such adesignis
intended to understand factors that cause women to
make different breastfeeding decisions.

Retrospective studies are often cross-sectional,
with data on both the dependent and independent
variables collected at asingle point in time. In such
studies, data for the independent variable are based
on recollection (retrospection). One problem, how-
ever, is that recollection is often less accurate than
contemporaneous measurement. Asking people if
they had a headache at any time in the previous
12 months might not be difficult to answer, but ask-
ing them to report how many times they had a
headache, or what it felt like to have a headache 6
months ago, islikely to result in unreliable answers.

Example of a retrospective design: Musil and
colleagues (2009) used cross-sectional data in their
refrospective sfudy designed fo identify antecedent
factors to predict depressive symptoms in grandmoth-
ers raising their grandchildren. The independent



variables included fomilﬁ stresses and strains, social
support, and demographic variables such as age
and employment status.

Prospective Nonexperimental Designs
In correlational studies with a prospective design
(called a cohort design in medical circles),
researchers start with a presumed cause and then
go forward in time to the presumed effect. For
example, we might want to test the hypothesis that
rubella during pregnancy (the independent vari-
able) isrelated to birth defects (the dependent vari-
able). To test this hypothesis prospectively, we
would begin with a sample of pregnant women,
including some who contracted rubella during
pregnancy and others who did not. The subsequent
occurrence of congenital anomalies would be
assessed for al participants, and we would exam-
ine whether women with rubella were more likely
than other women to bear infants with birth defects.
Prospective studies are more costly than retro-
spective studies, in part because prospective studies
require at least two rounds of data collection. A sub-
stantial follow-up period may be needed before the
outcome of interest occurs, asisthe casein prospec-
tive studies of cigarette smoking and lung cancer.
Also, prospective designs require large samples if
the outcome of interest is rare, as in the example of
malformations associated with maternal rubella
Another issue is that in a good prospective study,
researchers take steps to confirm that all participants
are free from the effect (e.g., the disease) at the time
the independent variable is measured, and this may
be difficult or expensive to do. For example, in
prospective smoking—ung cancer studies, lung can-
cer may be present initially but not yet diagnosed.
Despite these issues, prospective studies are
considerably stronger than retrospective studies. In
particular, any ambiguity about whether the pre-
sumed cause occurred before the effect is resolved
in prospective research if the researcher has con-
firmed the initial absence of the effect. In addition,
samples are more likely to be representative, and
investigators may be in a position to impose con-
trols to rule out competing explanations for the
results.
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:) T 1P : The term “prospective” is not synonymous with “longi-
tudinal.” Although most nonexperimental prospective studies are lon-
gitudinal, prospective studies are not necessarily longitudinal.
Prospective means that information about a possible cause is obtained
prior fo information about an effect. RCTs are inherently prospective
because the researcher introduces the intervention and then
determines its effect. An RCT that collected data 1 hour after an inter-
vention would be prospective, but not longitudinal.

Some prospective studies are exploratory.
Researchers sometimes measure a wide range of
possible “causes’ at one point in time, and then
examine an outcome of interest at alater point (e.g.,
length of stay in hospital). Such studies are usually
stronger than retrospective studies if it can be deter-
mined that the outcome was not present initially
because time sequences are clear. They are not, how-
ever, as powerful as prospective studies that involve
specific a priori hypotheses and the comparison of
cohorts known to differ on a presumed cause.
Researchers doing exploratory retrospective or
prospective studies are sometimes accused of going
on “fishing expeditions’ that can lead to erroneous
conclusions because of spurious or idiosyncratic
relationshipsin a particular sample of participants.

Example of a prospective nonexperimental
study: Wiklund and colleagues (2009) conducted
a prospective cohort study of firstime mothers to
examine the effect of mode of delivery (vaginal ver
sus cesarean) on changes in the mothers’ personality
from predelivery fo @ months after delivery.

Natural Experiments

Researchers are sometimes able to study the out-
comes of a“natural experiment” in which agroup
exposed to a phenomenon with potential health con-
sequences is compared with a nonexposed group.
Natural experiments are nonexperimental because
the researcher does not intervene, but they are
caled “natural experiments’ if people are affected
essentially at random. For example, the psychol ogi-
cal well-being of people living in a community
struck with a natural disaster (e.g., a volcanic erup-
tion) could be compared with the well-being of peo-
ple living in a similar but unaffected community to
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determine the toll exacted by the disaster (the inde-
pendent variable). Note that the independent vari-
able or “cause” does not need to be a “natura”
phenomenon. It could, for example, be a fire or
winning the lottery. Moreover, the groups being
compared do not need to be different people; if pre-
event measures have been obtained, before—after
comparisons might be profitable.

Example of a natural experiment: lichr and
colleagues (2004) were in the midst of collecting
data from healthy students over a 3-day period
(September 10 to 12, 2001) when the events of
September 11 unfolded. The researchers seized the
opportunity fo examine what people go through in
the midst of stressful upheaval. Both pre- and post
tragedy data were available for the students’ blood
pressure, heart rate, and television viewing.

Path Analytic Studies

Researchers interested in testing theories of causa-
tion based on nonexperimental data are increas-
ingly using atechnique known as path analysis (or
similar techniques). Using sophisticated statistical
procedures, researchers test a hypothesized causal
chain among a set of independent variables, medi-
ating variables, and a dependent variable. Path ana-
Iytic procedures, described briefly in Chapter 18,
allow researchers to test whether nonexperimental
data conform sufficiently to the underlying model
to justify causal inferences. Path analytic studies
can be done within the context of both cross-sec-
tional and longitudinal designs, the latter providing
a stronger basis for causal inferences because of
the ability to sort out time sequences.

Example of a path analytic study: Chen and
Tzeng [2009) tested a model to explain adherence to
pelvic floor muscle exercise among women with uri-
nary incontinence. Their path analysis tested hypothe-
sized causal pathways between adherence on the
one hand and selfefficacy, exercise knowledge and
aftitudes, and severity of urine loss on the other.

Descriptive Research

A second broad class of nonexperimental studiesis
descriptive research. The purpose of descriptive
studies is to observe, describe, and document
aspects of a situation as it naturally occurs and
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sometimes to serve as a starting point for hypothe-
sis generation or theory development.

Descriptive Correlational Studies

Sometimes researchers are better able to smply
describe relationships than to comprehend causal
pathways. Many research problems are cast in non-
causa terms. We ask, for example, whether men are
less likely than women to bond with their newborn
infants, not whether a particular configuration of sex
chromosomes caused differences in parenta attach-
ment. Unlike other types of correlational research—
such as the cigarette smoking and lung cancer
investigations—the aim of descriptive correlational
resear ch isto describe relationships among variables
rather than to support inferences of causality.

Example of a descriptive correlational study:
Jacob and colleagues (2010) conducted a descrip-
five correlational study to examine the relationship
between respiratory symptoms and pain experiences
in children and adolescents with sicﬁe cell disease.

Studies designed to address diagnosi s/assessment
questions—that is, whether a tool or procedure
yields accurate assessment or diagnostic informa-
tion about a condition or outcome—typically
involve descriptive correlational designs. Proce-
dures are discussed in Chapter 15.

Univariate Descriptive Studies
The aim of some descriptive studies is to describe
the frequency of occurrence of a behavior or condi-
tion, rather than to study relationships. Univariate
descriptive studies are not necessarily focused on
only one variable. For example, a researcher might
be interested in women's experiences during
menopause. The study might describe the frequency
of various symptoms, the average age at menopause,
and the percentage of women using medications to
aleviate symptoms. The study involves multiple
variables, but the primary purpose is to describe the
status of each and not to relate them to one another.
Two types of descriptive study come from the
field of epidemiology. Prevalence studies are done
to estimate the prevalence rate of some condition
(e.g., adisease or a behavior, such as smoking) at a
particular point in time. Prevalence studies rely on



cross-sectional designs in which data are obtained
from the population at risk of the condition. The
researcher takes a “snapshot” of the population at
risk to determine the extent to which the condition
of interest is present. The formulafor aprevalence
rate (PR) is:

Number of cases with the condition
or disease at agiven point in time
Number in the population at risk
of being a case

X K

K is the number of people for whom we want to
have the rate established (e.g., per 100 or per 1,000
population). When data are obtained from a sample
(as would usually be the case), the denominator is
the size of the sample, and the numerator is the
number of cases with the condition, as identified in
the study. If we sampled 500 adults aged 21 years
and older living in a community, administered a
measure of depression, and found that 80 people
met the criteria for clinical depression, then the
estimated prevalence rate of clinical depression
would be 16 per 100 adultsin that community.

Incidence studies estimate the frequency of
developing new cases. Longitudinal designs are
needed to estimate incidence because the researcher
must first establish who is at risk of becoming anew
case—that is, who isfree of the condition at the out-
set. The formulafor anincidencerate (IR) is:

Number of new cases with the condition
or disease over agiven time period

Number in the population at risk of being xK
a case (free of the condition at the outset)

Continuing with our previous example, suppose
in October 2010, we found that 80 in a sample of
500 people were clinically depressed (PR = 16 per
100). To determine the 1-year incidence rate, we
would reassess the sample in October 2011. Sup-
pose that, of the 420 previously deemed not to be
clinically depressed in 2010, 21 were now found to
meet the criteria for depression. In this case, the
estimated 1-year incidence rate would be 5 per 100
((21 + 420) X 100 = 5).
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Prevalence and incidence rates can be cal culated
for subgroups of the population (e.g., for men ver-
sus women). When this is done, it is possible to
calculate another important descriptive index. Rel-
ativerisk isan estimated risk of “caseness’ in one
group compared with another. Relative risk is com-
puted by dividing the rate for one group by the rate
for another. Suppose we found that the 1-year inci-
dencerate for depression was 6 per 100 women and
4 per 100 men. Women's relative risk for develop-
ing depression over the 1-year period would be 1.5,
that is, women would be estimated to be 1.5 times
more likely to develop depression than men. Rela-
tive risk is an important index in assessing the con-
tribution of risk factors to a disease or condition
(e.g., by comparing the relative risk for lung cancer
for smokers versus nonsmokers).

Example of an incidence and prevalence
study: Johansson and colleagues (2009) collected
cross-sectional data to estimate the prevalence of
malnutrition risk among community-dwelling older
people in a Swedish municipality [14.5%). Llongitudi-
nal data were also collected to estimate the 1-year
incidence rate (/.6%).

:) T 1P : The quality of correlational studies that test hypothe-
sized causal relationships is heavily dependent on design decisions —
that is, how researchers design their studies fo rule out compefing
causal explanations for the outcomes. Methods of enhancing the rigor
of such studies are described in the next chapter. The quality of
descriptive studies, by contrast, is more heavily dependent on having
a good (representative) sample (Chapter 12) and high-quality mea-
suring instruments (Chapter 14) than on design.

Strengths and Limitations of
Correlational Research

The quality of a study is not necessarily related to
its approach; there are many excellent nonexperi-
mental studies as well as flawed experiments.
Nevertheless, nonexperimental correlationa stud-
ies have several drawbacks.

Limitations of Correlational Research
Relative to experimental and quasi-experimental
research, nonexperimental studies are weak in their
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ability to support causal inferences. In correlational
studies, researchers work with preexisting groups
that were not formed at random, but rather through
self-selection (also known as selection bias). A
researcher doing a correlational study cannot
assume that groups being compared are similar
before the occurrence of the independent
variable—the hypothesized cause. Preexisting dif-
ferences may be a plausible aternative explanation
for any group differences on the outcome variable.

The difficulty of interpreting correlational find-
ings stems from the fact that, in the real world,
behaviors, attitudes, and characteristics are interre-
lated (correlated) in complex ways. An example
may help to clarify the problem. Suppose we con-
ducted a cross-sectional study that examined the
relationship between level of depression in cancer
patients and their social support (i.e., assistance
and emotional support from others). We hypothe-
size that socia support (the independent variable)
affects levels of depression (the dependent vari-
able). Suppose we find that the patients with weak
social support are significantly more depressed
than patients with strong support. We could inter-
pret this finding to mean that patients’ emotional
state is influenced by the adequacy of their social
supports. This relationship is diagrammed in
Figure 9.4A. Yet, there are alternative explanations.
Perhaps a third variable influences both social sup-
port and depression, such as the patients marital
status. It may be that having a spouse is a powerful
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influence on how depressed cancer patients feel
and on the quality of their social support. This set
of relationshipsisdiagramed in Figure 9.4B. In this
scenario, socia support and depression are corre-
lated simply because marital status affects both. A
third possibility isreversed causality (Figure 9.4C).
Depressed cancer patients may find it more difficult
to elicit needed support from others than patients
who are more cheerful or amiable. In thisinterpre-
tation, the person’s depression causes the amount
of received socia support and not the other way
around. Thus, interpretations of most correlational
results should be considered tentative, particularly
if the research has no theoretical basis and if the
designis cross-sectional.

Strengths of Correlational Research

Earlier, we discussed constraints that limit the pos-
sibility of applying experimental designs to many
research problems. Correlational research will con-
tinue to play a crucial role in nursing research pre-
cisely because many interesting problems are not
amenable to experimentation.

Despite our emphasis on causal inferences, it
has already been noted that descriptive correla-
tional research does not focus on understanding
causal relationships. Furthermore, if the study is
testing a causal hypothesis that has been deduced
from an established theory, causal inferences may
be possible, especialy if strong designs (e.g., a
prospective design) are used.

Y

»> | Depression |

| Depression |

| Social Support |

X
A | Social Support |
B | Family Configuration |
C | Depression |

> | Social Support |

FIGURE 9.4 Alternative explanations for relationship between depression and socia support in

cancer patients.



Correlational research is often efficient in collect-
ing alarge amount of dataabout a problem. For exam-
ple, it would be possble to collect extensive
information about the health histories and eating
habits of a large number of individuas. Researchers
could then examine which hedth problems were
associated with which diets, and could thus discover a
large number of interrelationshipsin arelatively short
amount of time. By contrast, an experimenter |ooks at
only afew variables at atime. One experiment might
manipulate foods high in cholesterol, whereas another
might manipulate protein, for example.

Finally, correlational research is often strong in
realism. Unlike many experimental studies, correla-
tional research is seldom criticized for its artificidlity.

:) TIP: Itis often a good idea fo design a study with as many
relevant comparisons as possible. Two-group nonequivalent control
group posttest-only designs are weak in part because the comparative
information they yield is limited. In nonexperimental studies, multiple
comparison groups can be effective in dealing with self-selection,
especially if comparison groups are chosen to address compefing
biases. For example, in case—control studies of potential causes of
lung cancer, cases would be people with lung cancer, one comparison
group could comprise people with a different lung disease and a sec-
ond could comprise those with no lung disorder.

DESIGNS AND
RESEARCH EVIDENCE

Evidence for nursing practice depends on descriptive,
corrdlational, and experimental research. There is
often a logical progression to knowledge expansion
that begins with rich description, including descrip-
tion from qualitative research. Descriptive studies are
vauable in documenting the prevalence, nature, and
intensity of health-related conditions and behaviors
and are critical in the development of effective inter-
ventions. Moreover, in-depth qualitative research may
suggest causal links that could be the focus of con-
trolled quantitative research. For example, Col6n-
Emeric and colleagues (2006) did case studiesin two
nursing homes. They looked at site differences in
communicetion patterns among the medical and nurs-
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ing steff in relation to differencesin information flow.
Their findings suggested that a “chain of command”
type communication style may limit heslthcare
providers ability to provide high-qudlity care. The
study suggests a causal hypothesis that merits greater
scrutiny with alarger number of nursing homes under
more controlled conditions—and aso suggests possi-
bilities for interventions. Thus, dthough quaitative
studies arelow on the standard evidence hierarchy for
confirming causal connections (Figure 2.1), they nev-
ertheless serve an important function.

Correlational studiesalso play arole in develop-
ing an evidence base for causal inferences. Retro-
spective case-control studies may pave the way for
more rigorous (but more expensive) prospective
studies. As the evidence base builds, conceptual
models may be developed and tested using path
analytic designs and other theory-testing strategies.
These studies can provide hints about how to struc-
ture an intervention, who can most profit from it,
and when it can best be instituted. Thus, nonexper-
imental studies can sometimes lead to innovative
interventions that can be tested using experimental
and quasi-experimental designs.

Many important research questions will never be
answered using information from Level | (meta-
analyses of RCTS) or Level |l studies (RCTs) on the
standard evidence hierarchy. An important example
isthe question of whether smoking causes lung can-
cer. Despite the inability to randomize people to
smoking and nonsmoking groups, few people doubt
that this causal connection exists. Thinking about the
criteria for causality discussed early in this chapter,
there is ample evidence that smoking cigarettes is
correlated with lung cancer and, through prospective
studies, that smoking precedes lung cancer. The
large number of studies conducted has allowed
researchers to control for, and thus rule out, other
possible “causes’ of lung cancer. There has been a
great deal of consistency and coherence in the find-
ings. And, the criterion of biologic plausibility has
been met through basic physiologic research.

Thus, it may be best to think of aternative evi-
dence hierarchies for questions relating to causality.
For “therapy” questions (Table 2.1), experimental
designs are the “gold standard.” On the next rung of
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the hierarchy for therapy questions are strong quasi-
experimental designs, such as nonequivalent control
group pretest—posttest designs. Further down the
hierarchy are weaker quasi-experimental designs
and then correlational studies.

:) T 1P : Studies have shown that evidence from RCTs, quasi-
experimental, and observational studies often do not yield the same
results. Often the relationship between “causes” and “effects”
appears o be stronger in nonexperimental and quasi-experimental
studies than in studies in which competing explanations are ruled out
through randomization to different conditions.

For questions about prognosis or about etiology
and harm (Table 2.1), both of which concern causal
relationships, strong prospective (cohort) studies

BOX 9.1 Guidelines for Critiquing Research Designs in

Quantitative Studies
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are usually the best design (although there are some
situations in which etiology questions can involve
randomization). Path analytic studies with longitu-
dinal data and a strong theoretical basis can aso be
powerful. Retrospective case-control studies arerel-
atively weak, by contrast. Systematic reviews of
multiple prospective studies, together with support
from theories or biophysiologic research, represent
the strongest evidence for these types of question.

CRITIQUING
GUIDELINES FOR
STUDY DESIGN

The research design used in a quantitative study
strongly influences the quality of its evidence and so
should be carefully scrutinized. Researchers’ design

1. What type of question (therapy, prognosis, efc.) is being addressed? Does the research question concern @
possible causal relationship between the independent and dependent variables?

2. What would be the strongest design for the research question How does this compare with the design
actually used?

3. Is there an intervention or freatmente Was the intervention adequately described? Was the control or
comparison condition adequately described? VWas an experimental or quasi-experimental design used?

4. If the study was an RCT, what specific experimental design was used? Were randomization procedures
adequately explained? Does the report provide evidence that randomization was successful —that is,
resulted in groups that were comparable prior to the intervention? If cluster randomization was used, was
there an adequate number of units2

5. If the design is quasi-experimental, what specific quasi-experimental design was used? Is there justification
for deciding not fo randomize participants to freatment conditionse Does the report provide evidence that
any groups being compared were equivalent prior to the intervention?

6. If the design was nonexperimental, was the study inherently nonexperimental? If nof, is there justification for nof
manipulating the independent variable2 What specific nonexperimental design was used? If a refrospective
design was used, is there justification for not using a prospective design? VWhat evidence does the report pro-
vide that any groups being compared were similar with regard fo important confounding characteristics?

7. What types of comparisons are specified in the design (e.g., before—after, between groups|2 Do these compar-
isons adequately illuminate the relationship between the independent and dependent variables? If there are no
comparisons, or faulty comparisons, how does this affect the study’s integrity and the inferprefability of the resultse

8. Was the study longitudinal2 Was the timing of the collection of data appropriate? Was the number of data
collection points reasonable?

9. Was blinding/masking used? If yes, who was blinded —and was this adequate? If not, is there an
adequate rationale for failure fo mask? Is the intervention a type that could raise expectations that in and of
themselves could alter the outcomes?



decisions have more of an impact on study quality
than perhaps any other methodologic decision when
the research question is about causal relationships.
Actua designs and some controlling techniques
(randomization, blinding, alocation concea ment)
were described in this chapter, and the next chapter
explains in greater detail specific strategies for
enhancing research control. The guidelines in
Box 9.1 ©-7 are thefirst of two sets of questions to
help you in critiquing quantitative research designs.

00000000000000000
RESEARCH EXAMPLES

In this section, we present descriptions of an exper-
imental, quasi-experimental, and nonexperimental
study.

Research Example of
an Experimental Study

Study: The Well Woman Program: A community-based
randomized trial to prevent sexually transmitted
infections in low-income African American women”
(Marion et al., 2009).

Statement of Purpose: The purpose of the study was to
determine the effectiveness of an intensive, culturally
specific intervention designed to reduce sexualy trans-
mitted infections (STIs) among low-income African
American women living in high-risk communities.

Treatment Groups: Nurse practitioners and trained
peer educators delivered the Well Woman Program
(WWP) in two phases. In the 2-month intensive
phase, participants in the experimental group had a
physical exam, received individual counseling, and
attended group sessions led by peer educators. In the
maintenance phase (months 3 through 12), they had
ongoing tailored counseling and education. Partici-
pants in the “minimal intervention” control group
received a 10-minute presentation on STIs, STI test-
ing, and care as usual with community providers.

Method: A sample of 342 women from Chicago with a
prior history of STls was randomly assigned to the
experimental or control group, using sealed envelopes
with randomly generated numbers. Women were ran-
domized in blocks of 10 to ensure comparable num-
bers in the two groups. Although study participants
and those administering the intervention could not be
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blinded to the women’s group status, data collectors
were blinded. Data were collected from al women
prior to random assignment and then at three follow-
up points over the course of 15-months. The primary
outcome was hiologicaly confirmed sexualy trans-
mitted infection, using nucleic acid amplification tests
on vaginal swabs. Participants also completed ques-
tionnaires with questionsrelating to STI risk behavior
and other psychological variables.

Key Findings. Randomization appeared to be successful:
the two groups were similar in terms of background
characteristics that could affect STIs (e.g., age, num-
ber of lifetime partners), and in terms of baseline rate
of having a positive test for an STI. At month 15, the
estimated probability of WWP participants having an
STI was 20% less than control group participants,
leading the investigators to conclude that “better STI
outcomes were due to the intensive individualized
intervention” (p. 274).

Research Example of a
Quasi-Experimental Study

Study: The impact of a multimedia informational inter-
vention on healthcare service use anong women and
men newly diagnosed with cancer (Loiselle &
Dubois, 2009).

Statement of Purpose: The purpose of the study was
to test the effect of a comprehensive cancer informa-
tional intervention using information technology on
patient satisfaction and the use of healthcare services
by men and women newly diagnosed with cancer.

Treatment Groups: The intervention group received a
1-hour training session on the use of information
technology, a CD-ROM with information on cancer,
and a list of reputable cancer-related web sites. A
research assistant was available by telephone or email
to answer questions. Intervention materials (including
laptop computers for those without a home computer)
were available for an 8-week period. The control
group received usual care.

Method: Patients from four cancer clinics within large
teaching hospitals in Montreal were involved in this
study. Eligible patients in three clinics were recruited
into the intervention group, while those in the fourth
clinic were recruited as the controls. To be €eligible,
patients had to be newly diagnosed with either breast
or prostate cancer and had to plan cancer treatment in
one of the study sites. Altogether, 250 patients agreed
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to participate, 148 in the intervention group and 102
in the comparison group. Data relating to healthcare
service use, patient satisfaction, perceptions of infor-
mation support, and other variables were collected
prior to theintervention, 9 weeks later, and then again
3 months later.

Key Findings: The intervention and comparison group
members were similar demographicaly in some
respects (e.g., marital status), but several preinterven-
tion group differences were found. For example,
patients in the intervention group were younger and
better educated than those in the comparison group.
To address this selection bias problem, these charac-
teristics were controlled statistically, an approach dis-
cussed in the next chapter. Patients in the two groups
did not differ in their reliance on healthcare services
following the intervention. However, patients in the
experimental group were significantly more satisfied
than those in the comparison group with the cancer
information they received.

Research Example of a
Correlational Study

Study: Placental position and late stillbirth: A case-
control study (Warland, et al., 2009)

Statement of Purpose: The purpose of the study wasto
examine whether placental positionin pregnancy con-
tributes to the risk of having a stillbirth. Earlier
research had suggested that some implantation sites
may not provide adequate supply of nutrients and
oxygen to the fetus.

Method: Pregnant women from two Australian obstetric
hospitalswere included in the sample. The caseswere
women with a discharge diagnosis of stillbirth who
were at 27 or more weeks gestation. The control
group comprised women who gave birth to alive baby
at the same hospital during the same period. Controls
were matched to cases on maternal age, infant gender,
and gestational age. The researchers attempted to
match two controls for every case, and were success-
ful for al but five cases. Another nine cases could not
be matched to any live-birth mother, and these were
removed from the sample. The final sample consisted
of 124 cases and 243 controls. The researchers retro-
spectively reviewed clinical records for all women
and recorded the placental position that had been
noted during a routine second trimester ultrasound.

Key Finding: Women who had a posterior located pla-
centa were significantly more likely to suffer a still-

birth than women who had a placenta in any other
position.

SUMMARY POINTS

Many quantitative nursing studies aim to eluci-
date cause-and-effect relationships. The chal-
lenge of research design isto facilitate inferences
about causality.

Various criteria are used to establish causality.
One criterion is that an observed relationship
between a presumed cause (independent vari-
able) and an effect (dependent variable) cannot
be explained as being caused by other (con-
founding) variables.

In an idealized model, a counterfactual is what
would have happened to the same people simul-
taneously exposed and not exposed to the causal
factor. The effect represents the difference
between the two. The goal of research design is
to find a good approximation to the idealized
counterfactual.

Experiments (or randomized controlled trials
[RCT4]) involve manipulation (the researcher
manipulates the independent variable by intro-
ducing a treatment or intervention); control
(including use of a control group that is not
given the intervention and represents the com-
parative counterfactual); and randomization or
random assignment (with people allocated to
experimental and control groups at random to
form groups that are comparable at the outset).
Everyone in the experimental group usualy gets
the same intervention as delineated in formal
protocols, but some studies involve patient-
centered interventions (PCls) that are tailored
to meet individual needs or characteristics.
Researchers can expose the control group to various
conditions, including no trestment, an dternative
trestment, a placebo or pseudointervention, stan-
dard treatment (“usud care’), different doses of the
treatment, or await-list (delayed treatment) group.
Random assignment is done by methods that
give every participant an equal chance of being
in any group, such as by flipping a coin or using



atable of random numbers. Randomization is
the most reliable method for equating groups on
al characteristics that could affect study out-
comes. Randomization should involve alloca-
tion concealment that prevents foreknowledge
of upcoming assignments.

Randomization sometimes involves stratifica-
tion in which participations are first divided into
groups (e.g., men and women) before being ran-
domized. In permuted block randomization,
randomization is done for blocks of people—for
example, 6 or 8 a atime in randomly selected
block sizes—to ensure a balanced allocation to
groups within cohorts of participants.

Blinding (or masking) is sometimes used to
avoid biases stemming from participants or
research agents awareness of group status or
study hypotheses. Single-blind studies involve
masking of one group (e.g., participants) and
double-blind studies involve masking of two
groups (e.g., participants, investigators).

The standard processisto randomizeindividuals
to conditions after informed consent and the col -
lection of baseline data, but there are variations.
Cluster randomization involves randomizing
larger units (e.g., hospitals) to treatment condi-
tions. Partially randomized patient preference
(PRPP) designs involve randomizing only
patients without a treatment preference. Ran-
domized consent (or Zelen) designs randomize
prior to informed consent.

A posttest-only (or after-only) design involves
collecting data only after an intervention. In a
pretest—posttest (or before—after) design, data
are collected both before and after the interven-
tion, permitting an analysis of change.

Factorial designs, in which two or more inde-
pendent variables are manipulated simultane-
oudly, allow researchersto test both main effects
(effects from manipulated independent vari-
ables) and interaction effects (effects from
combining treatments).

In a crossover design, people are exposed to
more than one experimental condition, adminis-
tered in a randomized order, and thus serve as
their own controls.
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Experimental designs are the “gold standard”
because they come closer than any other design
in meeting criteria for inferring causal relation-
ships.

Quasi-experimental designs (controlled trials
without randomization) involve an intervention
but lack randomization. Strong quasi-experi-
mental designs include features in support of
causal inferences.

The nonequivalent control group pretest—
posttest design involves using a nonrandomized
comparison group and the collection of pre-
treatment data so that initial group equivalence
can be assessed. Comparability of groups can be
sometimes be enhanced through matching on
individual characteristics or by propensity
matching that involves matching on a propen-
sity score for each participant.

In atime series design, there is no comparison
group; information on the dependent variable is
collected over a period of time before and after
the intervention. Time series designs are often
used in single-subject (N-of-1) experiments.
Other quasi-experimental designs include the
regression discontinuity design, quasi-experi-
mental dose-response analyses, and the quasi-
experimental (nonrandomized) arms of a PRPP
randomization design (i.e., groups with strong
preferences).

In evaluating the results of quasi-experiments, it
is important to ask whether it is plausible that
factors other than the intervention caused or
affected the outcomes (i.e., whether there are
rival hypotheses for explaining the results).
Nonexperimental (or observational) research
includes descriptive research—studies that
summarize the status of phenomena—and
correlational studies that examine relationships
among variables but involve no manipulation of
the independent variable (often because it
cannot be manipulated).

Designs for correlational studies include retro-
spective (case-control) designs (which begin
with the outcome and look back in time for
antecedent causes of “caseness’ by comparing
cases that have a disease or condition with



234 .

controls who do not); prospective (cohort)
designs (studies that begin with a presumed
cause and look forward in time for its effect);
natural experiments (in which a group is
affected by a seemingly random event, such asa
disaster); and path analytic studies (which test
causal models developed on the basis of theory).

e Descriptive correlational studies describe how
phenomena are interrelated without invoking a
causal explanations. Univariate descriptive
studies examine the frequency or average value
of variables.

e Descriptive studies include prevalence studies
that document the prevalence rate of a condition
at one point in time and incidence studies that
document the frequency of new cases, over a
given time period. When the incidence rates for
two groups are determined, it is possible to com-
pute therelative risk of “caseness’ for the two.

e The primary weakness of correlational studies
for cause-probing questions is that they can
harbor biases due to self-selection into groups
being compared.

STUDY ACTIVITIES

Chapter 9 of the Resource Manual for Nursing
Research: Generating and Assessing Evidence for
Nursing Practice, 9th ed., offers study suggestions
for reinforcing concepts presented in this chapter. In
addition, the following questions can be addressed
in classroom or online discussions:

1. Assume that you have 10 people—Z, Y, X, W,
V, U, T, S, R, and Q—who are going to partic-
ipate in an RCT you are conducting. Using a
table of random numbers, assign five individu-
alsto group 1 and five to group 2.

2. Insofar as possible, use the questions in Box
9.1 to critique the three research examples
described at the end of the chapter.

3. Discuss how you would design a prospective
study to address the question posed in the
Warland and colleagues (2009) case-control
study summarized at the end of the chapter.
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VALIDITY AND
INFERENCE

This chapter describes strategies for enhancing
the rigor of quantitative studies, including ways to
minimize biases and control confounding vari-
ables. Most of these strategies help to strengthen
the inferences that can be made about cause-and-
effect relationships.

Validity and Validity Threats

In designing a study, a constructive approach is to
anticipate the possible factors that could undermine
the validity of inferences. Shadish and colleagues
(2002) define validity in the context of research
design as “the approximate truth of an inference’
(p. 34). For example, inferences that an effect
results from a hypothesized cause are valid to the
extent that researchers can marshal supporting evi-
dence. Validity is always a matter of degree, not an
absolute.

Validity is a property of an inference, not of a
research design, but design elements profoundly
affect the inferences that can be made. Threats
to validity are reasons that an inference could be
wrong. When researchers introduce design features
to minimize potential threats, the validity of the
inference is strengthened, and thus evidence is
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Rigor and Validity in

Quantitative Research

more persuasive. We identify important validity
threats to encourage you to think about ways to
address them during the design phase of a study and
to evaluate them in interpreting study results.

Types of Validity

Shadish and colleagues (2002) proposed a validity
taxonomy that identified four aspects of a good
research design, and catalogued dozens of threats
to validity. This chapter describes the taxonomy
and briefly summarizes major threats, but we urge
researchers to consult this seminal work for further
guidance on strengthening study validity.

The first type of validity, statistical conclusion
validity, concerns the validity of inferences that
theretruly isan empirical relationship, or correlation,
between the presumed cause and the effect. The
researcher’s job is to provide the strongest possible
evidence that the relationship is real and that
theintervention (if any) was given afair test.

Internal validity concerns the validity of infer-
ences that, given that an empirical relationship
exists, it is the independent variable, rather than
something else, that caused the outcome. The
researcher’s job is to develop strategies to rule out
the plausibility that something other than the
independent variable accounts for the observed
relationship.
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Construct validity involves the validity of
inferences*“from the observed persons, settings, and
cause-and-effect operations included in the study to
the constructs that these instances might represent”
(p. 38). One aspect of construct validity concerns
the degree to which an intervention is a good repre-
sentation of the underlying construct that was theo-
rized as having the potential to cause beneficia
outcomes. Another concerns whether the measures
of the dependent variable are good operationaliza-
tions of the constructs for which they are intended.

External validity concerns whether inferences
about observed relationships will hold over varia-
tions in persons, setting, time, or measures of the
outcomes. External validity, then, is about the gen-
eralizability of causal inferences, and thisis a criti-
cal concern for research that aimsto yield evidence
for evidence-based nursing practice.

These four types of validity and their associated
threats are discussed in this chapter. Many validity
threats concern inadequate control over confound-
ing variables, so we briefly review methods of
controlling variation associated with characteristics
of study participants.

Controlling Intrinsic Source

of Confounding Variability

This section describes six ways of controlling con-
founding participant characteristicsto rule out rival
explanations for cause-and-effect relationships.

Randomization

Randomization is the most effective method of
controlling individual characteristics. The primary
function of randomization is to secure comparable
groups—that is, to equalize groups with respect to
confounding variables. A distinct advantage of
random assignment, compared with other control
methods, is that it controls all possible sources of
extraneous variation, without any conscious deci-
sion about which variables need to be controlled.

Crossover

Randomization within a crossover design is an
especialy powerful method of ensuring equivalence
between groups being compared—participants serve

as their own controls. Moreover, fewer participants
usually are needed in such a design. Fifty people
exposed to two treatments in random order yield
100 pieces of data (50 X 2); 50 people randomly
assigned to two different groups yield only 50
pieces of data (25 X 2). Crossover designs are not
appropriate for all studies, however, because of the
possible carry-over effects: People exposed to two
different conditions may be influenced in the sec-
ond condition by their experiencein thefirst.

Homogeneity
When randomization and crossover are not feasi-
ble, alternative methods of controlling confounding
characteristics are needed. One method is to use
only people who are homogeneous with respect to
confounding variables—that is, confounding traits
are not allowed to vary. Suppose we were testing
the effectiveness of a physical fitness program on
the cardiovascular functioning of elders. Our quasi-
experimental design involves elders from two dif-
ferent nursing homes, with elders in one of them
receiving the physical fitness program. If gender
were an important confounding variable (and if
the two nursing homes had different proportions of
men and women), we could control gender by
using only men (or only women) as participants.
Using ahomogeneous sampleis easy as a control
mechanism, but the price is that research findings
can be generalized only to the type of people who
participated in the study. If the physical fitness pro-
gram were found to have beneficial effects on the
cardiovascular status of a sample of women 65 to
75 years of age, its usefulness for improving the car-
diovascular status of men in their 80s would require
aseparate study. Indeed, one noteworthy criticism of
this approach is that researchers sometimes exclude
people who are extremely ill, which means that the
findings cannot be generalized to those who perhaps
are most in need of interventions.

Example of control through homogeneity:
Ngai and colleagues (2010 studied factors that
predicted maternal role competence and satisfaction
among mothers in Hong Kong. Several variables
were controlled through homogeneity, including
ethnicity (all were Chinese|, parity (all primiparous),
and marital status (all were married).
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:) T 1P 2 The principle of homogeneity is often used to control
(hold constant) external factors as well as parficipant characteristics.
For example, it may be important to collect outcome data at the same
time of the day for all participants if fime could affect the outcome
(e.g., fatigue). As another example, it may be desirable to maintain
constancy of conditions in terms of locale of data collection — for
example, interviewing all respondents in their own homes, rather
than some in their places of work. In each setting, participants
assume different roles (e.g., spouse and parent versus employee),
and responses may be influenced fo some degree by those roles.

Stratification/Blocking

Another approach to controlling confounding vari-
ables is to include them in the research design
through stratification, as discussed in Chapter 9. To
pursue our example of the physical fithess program
with gender as the confounding variable, we could
build it into the study in a randomized block
design in which elderly men and women would be
randomly assigned separately to treatment groups.
This approach can enhance the likelihood of detect-
ing differences between our experimental and control
groups because we can eliminate the effect of the
blocking variable (gender) on the dependent variable.
In addition, if the blocking variable is of interest sub-
stantively, this approach gives researchers the oppor-
tunity to study differences in groups created by the
stratifying variable (e.g., men versus women). Strati-
fication is appropriate in experiments, and is used in
quasi-experimental and correlational studies aswell.

Matching

Matching (also called pair matching) involvesusing
information about peopl€’s characterigtics to create
comparable groups. If matching were used in our
physicdl fitness example, and age and gender were the
confounding variables, we would match a person in
the program group with one in the comparison group
with respect to age and gender. As noted in the
previous chapter, there are reasons why matching is
problematic. First, to use matching, researchers must
know the relevant confounding variables in advance.
Second, it is often difficult to match on more than two
or three variables, unless propensity score matchingis
used—nhut this method requires technical sophistica-
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tion. Yet there are usualy many confounding vari-
ables that could affect outcomes of interest. For these
reasons, matching as the primary control technique
should be used only when other, more powerful pro-
cedures are not feasible, as might be the case in some
nonexperimenta studies (e.g., case-control designs).
Sometimes, as an aternative to pair matching,
researchers use abalanced design with regard to key
confounders. In such situations, researchers attempt
only to ensure that the groups being compared have
similar proportional representation on confounding
variables, rather than matching on a one-to-one
basis. For example, if gender and age were the two
variables of concern, we would strive to ensure that
the same percentage of men and women were in the
two groups and that the average age was compara-
ble. Such an approach is less cumbersome than pair
matching, but has similar limitations. Nevertheless,
both pair matching and balancing are preferable to
failing to control participant characteristics at all.

Example of control through matching: Luttik
and colleagues (2009) studied quality of life in
partners of people with congestive heart failure, in
comparison fo those living with a healthy partner.
The two groups of partners were matched in terms of
gender and age.

Statistical Control
Another method of controlling confounding vari-
ables is through statistical analysis rather than
research design. A detailed description of powerful
statistical control mechanisms will be postponed
until Chapter 18, but we will explain underlying
principles with a simple illustration of a procedure
called analysis of covariance (ANCOVA).

In our physica fitness example, suppose we used
a nonequivalent control group design with residents
from two nursing homes, and resting heart rate was
an outcome. We would expect individual differences
in heart rate within the sample—that is, it would
vary from one person to the next. The research ques-
tion is, Can some of the individual differences in
heart rate be attributed to a person’s participation in
physical fitness? We know that differences in heart
rate are aso related to other characteristics, such
asage. In Figure 10.1, the large circles represent the
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FIGURE 10.1 Schematic diagramillustrating the principle of analysis of covariance.

total extent of individual differences for resting
heart rate. A certain amount of variability can be
explained by aperson’sage, whichisthe small circle
on the left in Figure 10.1A. Another part of the vari-
ability can perhaps be explained by participation or
nonparticipation in the program, represented as the
small circle on the right. The two small circles (age
and program participation) overlap, indicating a
relationship between the two. In other words, people
in the physical fitness group are, on average, either
older or younger than those in the comparison
group, and so age should be controlled. Otherwise, it
will be impossible to determine whether postinter-
vention differences in resting heart rate are attribut-
able to differences in age or program participation.
Analysis of covariance controls by statistically
removing the effect of confounding variables on the
outcome. In theillustration, the portion of heart rate
variability attributable to age (the hatched area of
thelargecircleinA) isremoved through ANCOVA.
Figure 10.1B shows that the final analysis assesses
the effect of program participation on heart rate
after removing the effect of age. By controlling
heart rate variability resulting from age, we get a
more accurate estimate of the effect of the program
on heart rate. Note that even after removing vari-
ability due to age, there is till individual variation
not associated with the program treatment—the

bottom half of the large circlein B. This means that
the study can probably be further enhanced by con-
trolling additional confounders that might account
for heart rate differences in the two nursing homes,
such as gender, smoking history, and so on. Analy-
sisof covariance and other sophisticated procedures
can control multiple confounding variables.

Example of statistical control: lee and
colleagues (2009) tested the effectiveness of a
26-week Tai Chi infervention on health-related quality
of life (QQOL) in residents from six nursing homes, two
of which got the infervention and the other four of
which di&gnot. Changes in QOL for residents receiv-
ing and not receiving the infervention were compared,
while controlling statistically for resident satisfaction.

:) T 1P Confounding participant characteristics that need to be
controlled vary from one study to another, but we can offer some
guidance. The best variable is the dependent variable itself, measured
hefore the independent variable occurs. In our physical fitness exam-
ple, controlling preprogram measures of cardiovascular functioning
through ANCOVA would be especially powerful because this would
remove the effect of individual variation stemming from many other
extraneous factors. Major demographic variables (e.g., age, race/
ethnicity, education) and health status indicators are usually good
candidates to measure and control. Confounding variables that need
to be controlled — variables that correlate with the outcomes —
should be identified through a literature review.
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Evaluation of Control Methods

Table 10.1 summarizes benefits and drawbacks of
the six control mechanisms. Randomization is the
most effective method of managing confounding
variables—that is, of approximating the ideal but
unattainable counterfactual discussed in Chapter 9—

because it tends to cancel out individual differences
on all possible confounders. Crossover designsarea
useful supplement to randomization, but are not
always appropriate. The remaining alternatives have
acommon disadvantage: Researchers must know in
advance the relevant confounding variables. To

TABLE 10.1

METHOD BENEFITS

Methods of Control over Participant Characteristics

LIMITATIONS

Randomization

Controls all preintervention
confounding variables

Does not require advance knowledge
of which variables to control

Ethical and practical constraints on
variables that can be manipulated
Possible artificiality of conditions

Crossover

If done with randomization, strongest
possible approach

Cannot be used if there are possible
carry-over effect from one condition fo
the next

History threat may be relevant if
external factors change over fime

Homogeneity

Easy to achieve in all types of
research

Could enhance interpretability of
relationships

® Llimits generalizability

Requires knowledge of which
variables to control

Range restriction could lower
statistical conclusion validity

Stratification

Enhances the ability to defect and
inferpret relationships

Offers opportunity to examine
blocking variable as an independent
variable

Usually restricted to a few strafifying
variables

Requires knowledge of which
variables to control

Maiching

Enhances ability to detect and
interpret relafionships

May be easy if there is a large “pool”
of potential available controls

Usually restricted to a few matching
variables (except with propensity
matching)

Requires knowledge of which
variables to match

May be difficult to find comparison
group mafches, especially if there are
more than two matching variables

Statistical control

Enhances ability to detect and
inferpret relationships

Relatively economical means of
controlling several confounding
variables

Requires knowledge of which
variables to control, as well as
measurement of those variables
Requires some sfafistical sophistication
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select homogeneous samples, stratify, match, or
perform ANCOVA, researchers must know which
variables need to be measured and controlled. Yet,
when randomization isimpossible, the use of any of
these strategiesis better than no control strategy at all.

STATISTICAL
CONCLUSION
VALIDITY

As noted in Chapter 9, one criterion for establish-
ing causality is demonstrating that there is a rela-
tionship between the independent and dependent
variable. Statistical methods are used to support
inferences about whether relationships exist.
Design decisions can influence whether statistical
tests will detect true relationships, so researchers
need to make decisions that protect against reach-
ing false statistical conclusions. Even for research
that is not cause probing, researchers need to attend
to statistical conclusion validity: The issue is
whether relationships that exist in reality can be
reliably detected in a study. Shadish and colleagues
(2002) discussed nine threats to statistical conclu-
sion validity. We focus here on three especialy
important threats.

Low Statistical Power

Statistical power refers to the ability to detect
true relationships among variables. Adequate sta-
tistical power can be achieved in various ways, the
most straightforward of which is to use a suffi-
ciently large sample. When small samples are
used, statistical power tends to be low, and the
analyses may fail to show that the independent
and dependent variables are related—even when
they are. Power and sample size are discussed in
Chapters 12 and 17.

Another aspect of a powerful design concerns
how the independent variable is defined. Both sta-
tistically and substantively, results are clearer when
differences between groups being compared are
large. Researchers should aim to maximize group
differences on the dependent variables by maxi-

mizing differences on the independent variable.
Conn and colleagues (2001) offer good suggestions
for enhancing the power and effectiveness of nurs-
ing interventions. Strengthening group differences
isusually easier in experimental than in nonexperi-
mental research. In experiments, investigators can
devise treatment conditions that are as distinct as
money, ethics, and practicality permit. Even in
nonexperimental research, however, there may be
opportunities to operationalize independent vari-
ablesin such away that power to detect differences
is enhanced.

Another aspect of statistical power concerns
maximizing precision, which is achieved through
accurate measuring tools, controls over confound-
ing variables, and powerful statistical methods.
Precision can best be explained through an exam-
ple. Suppose we were studying the effect of admis-
sion into a nursing home on depression by
comparing elders who were or were not admitted.
Depression varies from one elderly person to
another for various reasons. We want to isolate—as
precisely as possible—the portion of variation in
depression attributable to nursing home admission.
Mechanisms of research control that reduce vari-
ability attributable to confounding factors can be
built into the research design, thereby enhancing
precision. The following ratio expresses what we
wish to assess in this example:

Variability in depression
due to nursing home admission

Variability in depression due to other factors
(e.g., age, pain, medical condition)

Thisratio, greatly simplified here, captures the
essence of many statistical tests. We want to make
variability in the numerator (the upper half) as
large as possible relative to variability in the
denominator (the lower half), to evaluate pre-
cisely the relationship between nursing home
admission and depression. The smaller the vari-
ability in depression due to confounding variables
(e.0., age, pain), the easier it will be to detect
differences in depression between elders who
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were or were not admitted to a nursing home.
Designs that enable researchers to reduce vari-
ability caused by confounders can increase statis-
tical conclusion validity. As a purely hypothetical
illustration, we will attach some numeric values®
to the ratio as follows:

Variability due to nursing home admission _ 10

Variability dueto all confounding variables ~ 4

If we can make the bottom number smaller, say
by changing it from 4 to 2, we will have a more
precise estimate of the effect of nursing home
admission on depression, relative to other influ-
ences. Control mechanisms such as those described
earlier help to reduce variability caused by extrane-
ous variables and should be considered as design
options in planning a study. We illustrate this by
continuing our example, singling out age as a key
confounding variable. Total variability in levels of
depression can be conceptualized as having the
following components:

Total variability in depression = Variability

due to nursing home admission + Variability
dueto age + Variability dueto other
confounding variables

This equation can be taken to mean that part of
the reason why some elders are depressed and oth-
ers are not is that some were admitted to a nursing
home and others were not; some were older and
some were younger; other factors, such as level of
pain and medical condition, also had an effect on
depression.

One way to increase precision in this study
would be to control age, thereby removing the vari-
ability in depression that results from age differ-
ences. We could do this, for example, by restricting
age to elders younger than 80, thereby reducing the
variability in depression due to age. As aresult, the

*You should not be concerned with how these numbers can be
obtained. Analytic procedures are explained in Chapter 17.
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effect of nursing home admission on depression
becomes grester, relative to the remaining variability.
Thus, this design decision (homogeneity) enabled us
to get amore precise estimate of the effect of nurs-
ing home admission on level of depression
(although, of course, this limits generalizability).
Research designs differ considerably in the sensi-
tivity with which effects under study can be
detected statistically. Lipsey (1990) has prepared
an excellent guide to assist researchers in enhanc-
ing the sengitivity of research designs.

Restriction of Range

Although the control of extraneous variation
through homogeneity is easy to use and can help to
clarify the relationship between key research vari-
ables, it can be risky. Not only does this approach
limit the generalizability of study findings, but it
can also sometimes undermine statistical conclu-
sion vaidity. When the use of homogeneity restricts
the range of values on the outcome variable,
relationships between the outcome and the inde-
pendent variable will be attenuated, and may,
therefore, lead to an erroneous inference that the
variables are unrelated.

In the example just used, we suggested limiting
the sample of nursing home residents to elders
younger than 80 to reduce variability in the denom-
inator. Our aim was to enhance the variability in
depression scores attributable to nursing home
admission, relative to depression variability due to
other factors. What if, however, few elders under
80 were depressed? With limited variability, rela-
tionships cannot be detected—the values in both
the numerator and denominator are deflated. For
example, if everyone had a depression score of 50,
depression scoreswould betotally unrelated to age,
pain levels, nursing home admission, and so on.
Thus, in designing a study, it is important to con-
sider whether there will be sufficient variability to
support the statistical analyses envisioned. The
issue of floor effects and ceiling effects, which
involve range restrictions at the lower and upper
end of a measure, respectively, are discussed later
in this book.
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:) T 1P 2 In designing a study, try to anficipate nonsignificant
findings, and consider design adjustments that might affect the results.
For example, suppose our study hypothesis is that environmental fac-
tors such s light and noise affect acute confusion in the hospitalized
elderly. With a preliminary design in mind, imagine findings that fail to
support the hypothesis. Then ask yourself what could be done to
decrease the likelihood of getting such negative results, under the
assumption that such resulis do not reflect the truth. Could power be
increased by making differences in environmental conditions sharper?
Could precision be increased by controlling additional confounding vari-
ables? Could bias be eliminated by better training of research staff?

Unreliable Implementation
of a Treatment

The strength of an intervention (and hence statisti-
cal conclusion validity) can be undermined if an
intervention is not as powerful in reality as it is
“on paper.” Intervention fidelity (or treatment
fidelity) concerns the extent to which the imple-
mentation of an intervention is faithful to its plan.
There is growing interest in intervention fidelity in
the nursing literature and considerable advice on
how to achieve it (e.g., Spillane et al., 2007; Stein
et a., 2007; Whitmer et al., 2005).

Interventions can be weakened by various fac-
tors, which researchers can often influence. One
issue concerns the extent to which the intervention
is similar from one person to the next. Usualy,
researchers strive for constancy of conditions in
implementing a treatment because lack of standard-
ization adds extraneous variation and can diminish
the intervention's full force. Even in tailored,
patient-centered interventions there are usually pro-
tocals, though different protocols are used with dif-
ferent people. Using the notions just described,
when standard protocols are not followed, variabil-
ity due to the intervention (i.e., in the numerator)
can be suppressed, and variability due to other fac-
tors (i.e., in the denominator) can be inflated, possi-
bly leading to the erroneous conclusion that the
intervention was ineffective. This suggests the need
for a certain degree of standardization, the devel op-
ment of procedures manuals, thorough training of
personnel, and vigilant monitoring (e.g., through

observations of the delivery of the intervention) to
ensure that the intervention is being implemented as
planned—and that control group members have not
gained access to the intervention.

Determining that the intervention was delivered
as intended may need to be supplemented with
efforts to ensure that the intervention was received
as intended. This may involve a manipulation
check to assess whether the treatment was in place,
was understood, or was perceived in an intended
manner. For example, if we were testing the effect
of soothing versus jarring music on anxiety, we
might want to determine whether participants them-
selves perceived the music as soothing and jarring.
Another aspect of treatment fidelity for interven-
tions designed to promote behavioral changes con-
cerns the concept of enactment (Bellg et al., 2004).
Enactment refersto participants’ performance of the
treatment-related skills, behaviors, and cognitive
strategiesin relevant real-life settings.

Example of attention to treatment fidelity:
Radziewicz and colleagues (2009) described their
efforts o establish freatment fidelity in a telephone
intervention to provide support to aging patients with
cancer and their family caregivers. Their freatment
fidelity plan included monitoring adherence fo stan-
dards of a profocol, carefully training staff using a
standardized manual, monitoring the success of train-
ing, and monitoring consistency in delivering the
intervention.

Another issue is that participants often fail to
receive the desired intervention due to lack of treat-
ment adherence. It is not unusual for those in the
experimental group to elect not to participate fully in
the treatment—for example, they may stop going
to treatment sessions. To the extent possible,
researchers should take steps to encourage participa-
tion among those in the treatment group. This might
mean making the intervention as enjoyable as possi-
ble, offering incentives, and reducing burden in terms
of the intervention and data collection (Palit & Gille-
spie, 2010). Nonparticipation in an intervention is
rarely random, so researchers should document
which people got what amount of treatment so that
individual differences in “dose” can be taken into
account in the analysis or interpretation of results.



244 o

:) TP : Except for small-scale studies, every siudy

should have a procedures manval that delineates the

protocols and procedures for its implementation. The Toolkit section of
the accompanying Resource Manual provides a model table of con-
tents for such a procedures manual. The Toolkit also includes a model
checklist to monitor delivery of an intervention through direct obser-
vation of infervention sessions.

INTERNAL VALIDITY

Internal validity refers to the extent to which it is
possible to make an inference that the independent
variable, rather than another factor, is truly causing
variation in the dependent variable. We infer from an
effect to a cause by eliminating (controlling) other
potential causes. The control mechanisms reviewed
earlier are strategies for improving internal validity.
If researchers do not carefully manage extraneous
variation, the conclusion that participants perfor-
mance on the outcome was caused by the indepen-
dent variable is open to challenge.

Threats to Internal Validity

True experiments possess a high degree of internal
validity because manipulation and random assign-
ment allows researchers to rule out most aternative
explanations for the results. Researchers who use
quasi-experimental or correlational designs must
contend with competing explanations of what
caused the outcomes. Major competing explana-
tions, or threatsto internal validity, are examinedin
this section.

Temporal Ambiguity

As noted in Chapter 9, a criterion for inferring a
causal relationship is that the cause must precede
the effect. In RCTSs, researchers themselves create
the independent variable and then observe subse-
quent performance on an outcome variable, so
establishing temporal sequencing is never a prob-
lem. In correlationa studies, however, it may be
unclear whether the independent variable preceded
the dependent variable, or vice versa.
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Selection

Selection (self-selection) encompasses biases result-
ing from pre-existing differences between groups.
When individuals are not assigned to groups ran-
domly, the groups being compared could be non-
equivalent. Differences on outcomes could then
reflect group differences rather than the effect of the
independent variable. For example, if we found that
women with an infertility problem were more likely
to be depressed than women who were mothers, it
would beimpossible to conclude that the two groups
differed in depression because of childbearing dif-
ferences, women in the two groups might have been
different in psychologica well-being from the start.
The problem of selection is reduced if researchers
can collect data on participants characteristics
before the occurrence of the independent variable. In
our example, the best design would beto collect data
on women's depression before they attempted to
become pregnant, and then design the study to con-
trol early levels of depression. Selection bias is one
of the most problematic and frequently encountered
threats to the internal validity of studiesnot using an
experimental design.

History

The threat of history refers to the occurrence of
external events that take place concurrently with
the independent variable, and that can affect the
outcomes. For example, suppose we were studying
the effectiveness of a nurse-led outreach program
to encourage pregnant women in rural areas to
improve health practices (e.g., cessation of smok-
ing, earlier prenatal care). The program might be
evaluated by comparing the average birth weight of
infants born in the 12 months before the outreach
program with the average birth weight of those
born in the 12 months after the program was intro-
duced, using a time series design. However, sup-
pose that 1 month after the new program was
launched, a well-publicized docudrama about the
inadequacies of prenatal care for poor women was
aired on television. Infants’ birth weight might now
be affected by both the intervention and the mes-
sages in the docudrama, and it becomes impossible
to disentangle the two effects.
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In a true experiment, history usualy is not a
threat to a study’s internal validity because we can
often assume that external events are as likely to
affect the experimental as the control group. When
thisisthe case, group differences on the dependent
variables represent effects over and above those
created by outside factors. There are, however,
exceptions. For example, when a crossover design
is used, an event external to the study may occur
during the first half (or second half) of the experi-
ment, so treatments would be contaminated by the
effect of that event. That is, some people would
receive treatment A with the event and others
would receive treatment A without it, and the same
would be true for treatment B.

Selection biases sometimes interact with history
to compound the thresat to internal validity. For exam-
ple, if the comparison group is different from the
treatment group, then the characteristics of the mem-
bers of the comparison group could lead them to have
different intervening experiences, thereby introduc-
ing both history and selection biasesinto the design.

Maturation
In aresearch context, maturation refers to processes
occurring within participants during the course of the
study asaresult of the passage of timerather than asa
result of the independent variable. Examples of such
processes include physical growth, emotional matu-
rity, and fatigue. For instance, if we wanted to evaluate
the effects of asensorimotor program for devel opmen-
tally delayed children, we would have to consider that
progress occurs in these children even without special
assigtance. A one-group pretest—yposttest design, for
example, is highly susceptible to thisthrest.
Maturation is often a relevant consideration in
nursing research. Remember that maturation here
does not refer just to aging, but rather to any change
that occurs as afunction of time. Thus, maturation in
the form of wound hedling, postoperative recovery,
and other bodily changes could be arival explanation
for the independent variable's effect on outcomes.

Mortality/Attrition
Mortality is the threat that arises from attrition in
groups being compared. If different kinds of people

remain in the study in one group versus another, then
these differences, rather than the independent vari-
able, could account for observed differences on the
dependent variables at the end of the study. The most
severely ill patients might drop out of an experimen-
tal condition because it is too demanding, or they
might drop out of the comparison group because
they see no advantage to remaining in the study. In a
prospective cohort study, there may be differential
attrition between groups being compared because of
death, illness, or geographic relocation. Attrition
bias essentially isatype of selection bias that occurs
after the unfolding of the study: Groups initially
equivalent can lose comparability because of attri-
tion, and it could be that the differential composi-
tion, rather than the independent variable, is the
“cause” of any group differences on the dependent
variables. Attrition bias can aso occur in single-
group quasi-experiments if those dropping out of the
study are a biased subset that make it look like a
change in average values resulted from a treatment.

The risk of attrition is especialy great when the
length of time between points of data collection is
long. A 12-month follow-up of participants, for
example, tends to produce higher rates of attrition
than a 1-month follow-up (Palit & Gillespie, 2009).
In clinical studies, the problem of attrition may be
especialy acute because of patient death or disability.

If attrition israndom (i.e., those dropping out of
a study are comparable to those remaining in it),
then there would not be bias. However, attrition is
rarely random. In general, the higher the rate of
attrition, the greater the likelihood of bias.

:) T1P: Inlongitudinal studies, atirition may occur

because researchers cannot find participants, rather than

because they refused to stay in the study. One effective sirategy to
help tracing people is to obtain contact information from partici-
pants at each point of data collection. Contact information should
include the names, addresses, and telephone numbers of two or three
people with whom the participant is close (e.g., parents, close

friends) — people who would be likely to know how to contact partici-
pants if they moved. A sample confact information form that can be
adapted for your use is provided in the Toolkit of the accompanying
Resource Manual.
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Testing and Instrumentation
Testing refers to the effects of taking a pretest on
people's performance on a posttest. It has been
found, particularly in studies dealing with attitudes,
that the mere act of collecting data from people
changes them. Suppose a sample of nursing stu-
dents completed a questionnaire about attitudes
toward assisted suicide. We then teach them about
various arguments for and against assisted suicide,
outcomes of court cases, and the like. At the end of
instruction, we give them the same attitude mea-
sure and observe whether their attitudes have
changed. The problem isthat the first questionnaire
might sensitize students, resulting in attitude
changes regardless of whether instruction follows.
If a comparison group is not used, it becomes
impossible to segregate the effects of the instruc-
tion from the effects of the pretest. Sensitization, or
testing, problems are more likely to occur when
pretest data are gathered via self-reports (e.g., in a
questionnaire), especially if people are exposed to
controversia or novel material in the pretest.
Another related threat isinstrumentation. This
bias reflects changes in measuring instruments or
methods of measurement between two points of
data collection. For example, if we used one mea-
sure of stress at baseline and a revised measure at
follow-up, any differences might reflect changesin
the measuring tool rather than the effect of aninde-
pendent variable. Instrumentation effects can occur
even if the same measure is used. For example, if
the measuring tool yields more accurate measures
on a second administration (e.g., if data collectors
are more experienced) or less accurate measures
the second time (e.g., if participants become bored
and answer haphazardly), then these differences
could bias the results.

Internal Validity and Research Design

Quasi-experimental and correlational studies are
especially susceptible to threats to internal validity.
Table 10.2 lists specific designs that are most vul-
nerable to the threats just described—although it
should not be assumed that threats are irrelevant in
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Research Designs and

Habe N Threois fo Infernal Validity

THREAT

DESIGNS MOST SUSCEPTIBLE

Case-control
Other retrospective/cross-sectional

Temporal
Ambiguity

Nonequivalent control group
(especially, posttestonly)

Case-control

“Natural” experiments with two
groups

Time series, if the population
changes over fime

Selection

History One-group pretest—posttest
Time series
Prospective cohort

Crossover

Maturation One-group pretest—posttest

Mortality,/
Atltrition

Prospective cohort

Longitudinal experiments and
quasi-experiments

One-group prefest—posttest

Testing All pretest—posttest designs

Instrumentation  All pretesi—posttest designs

designs not listed. Each threat represents an ater-
native explanation that competes with the indepen-
dent variable as a cause of the dependent variable.
The aim of a strong research design is to rule out
competing explanations. (Tables 9.5 and 9.6 in
Chapter 9 also include information about internal
validity threats for specific designs.)

An experimental design normally rules out most
rival hypotheses, but even in RCTSs, researchers
must exercise caution. For example, if there is
treatment infidelity or contamination between
treatments, then history might be a rival explana-
tion for any group differences (or lack of differ-
ences). Mortality can be a sdient threat in true
experiments. Because the experimenter does things
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differently with the experimental and control
groups, people in the groups may drop out of the
study differentially. Thisis particularly apt to hap-
pen if the experimental treatment is painful,
inconvenient, or time-consuming or if the control
condition is boring or bothersome. When this hap-
pens, participants remaining in the study may differ
from those who left in important ways, thereby nul-
lifying theinitial equivalence of the groups.

In short, researchers should consider how best
to guard against and detect all possible threats to
internal validity, no matter what design is used.

Internal Validity and Data Analysis

The best strategy for enhancing internal validity is
to use astrong research design that includes control
mechanisms and design features discussed in this
chapter. Even when thisis possible (and, certainly,
when thisis not possible), it is advisable to conduct
analyses to assess the nature and extent of biases.
When biases are detected, the information can be
used to interpret substantive results. And, in some
cases, biases can be statistically controlled.
Researchers need to be self-critics. They need to
consider fully and objectively the types of biasesthat
could have arisen—and then systematically search
for evidence of their existence (while hoping, of
course, that no evidence can be found). To the extent
that biases can be ruled out or controlled, the quality
of evidence the study yields will be strengthened.
Selection biases should aways be examined.
Typicaly, this involves comparing groups on
pretest measures, when pretest data have been col-
lected. For example, if we were studying depres-
sion in women who delivered a baby by cesarean
delivery versus those who delivered vaginally,
selection bias could be assessed by comparing
depression in these two groups during or before the
pregnancy. If there are significant predelivery dif-
ferences, then any postdelivery differences would
have to be interpreted with initial differences in
mind (or with differences controlled). In designs
with no pretest measure of the outcome,
researchers should assess selection biases by com-
paring groups with respect to key background vari-

ables such as age, health status, and so on. Selec-
tion biases should be analyzed even in RCTs
because there is no guarantee that randomization
will yield perfectly equivalent groups.

Whenever the research design involves multiple
points of data collection, researchers should ana-
lyze attrition biases. This is typicaly achieved
through a comparison of those who did and did not
complete the study with regard to baseline mea-
sures of the dependent variable or other character-
istics measured at the first point of data collection.

Example of assessing attrition and
selection bias: Resnick and colleagues (2008)
used a clusterrandomized design to study the effec-
fiveness of an intervention fo en%once the self-
efficacy of minority urban-dwelling elders. At the
15-week follow-up, only 62% of T%e initial partici-
Fonts provided outcome data. Dropouts did not dif-
er from those who completed the study in ferms of
baseline characteristics (attrition bias), and those in
the experimental and control group were also simi-
lar at baseline (selection bias.

When people withdraw from an intervention
study, researchers are in a dilemma about whom to
“count” as being “in” acondition. A procedure that
is often used is a per-protocol analysis, which
includes membersin atreatment group only if they
actually received the trestment. Such an analysisis
problematic, however, because self-selection into a
nonintervention condition could undo the initia
comparability of groups. This type of analysis will
almost aways be biased toward finding positive
treatment effects. The “gold standard” approach
is to use an intention-to-treat analysis, which
involves keeping participants who were randomized
in the groups to which they were assigned (Polit &
Gillespie, 2009, 2010). An intention-to-treat analy-
sis may yield an underestimate of the effects of a
treatment if many participants did not actually get
the assigned treatment—but may be a better reflec-
tion of what would happen in the real world. Of
course, one difficulty with an intention-to-treat
analysisisthat it is often difficult to obtain outcome
data for people who have dropped out of a treat-
ment, but there are many strategies for estimating
outcomes for those with missing data (Polit, 2010).
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Example of intention-to-treat analysis:
Skrutkowski and colleagues (2008) used an RCT
design to fest the impact of a pivot nurse in oncology
on symptfom relief in patients with lung or breast can-
cer. They used an intentiono-reat analysis, even
thou%h participant loss over the course of the study
was fairly high (31%). They stated that, “All partici-
pants’ data were included, whether or not they pro-
vided survey data at each assessment period or died
before completing the study” (p. 952).

In acrossover design, history isapotential threat
both because an external event could differentialy
affect people in different treatment orderings and
because the different orderings are in themselves a
kind of differentia history. Substantive analyses of
the data involve comparing outcomes under treat-
ment A versus treatment B. The analysis of bias, by
contrast, involves comparing participants in the dif-
ferent orderings (e.g., A then B versus B then A).
Significant differences between the two orderingsis
evidence of an ordering bias.

In summary, efforts to enhance the internal
validity of a study should not end once the design
strategy has been put in place. Researchers should
seek additional opportunities to understand (and
possibly to correct) the various threats to internal
validity that can arise.

CONSTRUCT VALIDITY

Researchers conduct a study with specific exem-
plars of treatments, outcomes, settings, and people,
which are stand-ins for broad constructs. Construct
validity involves inferences from study particulars
to the higher-order constructs that they are intended
to represent. Construct validity isimportant because
constructs are the means for linking the operations
used in a study to a relevant conceptualization and
to mechanismsfor trand ating the resulting evidence
into practice. If studies contain construct errors,
thereisarisk that the evidence will be misleading.

Enhancing Construct Validity

The first step in fostering construct validity is a
careful explication of the treatment, outcomes, set-
ting, and population constructs of interest; the next
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step isto carefully select instances that match those
constructs as closely as possible. Construct validity
is further cultivated when researchers assess the
match between the exemplars and the constructs
and the degree to which any “slippage” occurred.

Construct validity has most often been a con-
cern to researchersin connection with the measure-
ment of outcomes, an issue we discuss in Chapter
14. There is a growing interest, however, in the
careful conceptualization and development of the-
ory-based interventions in which the treatment
itself has strong construct validity (see Chapter 26).
It isjust as important for the independent variable
(whether it be an intervention or something not
amenable to experimental manipulation) to be a
strong instance of the construct of interest asiit is
for the measurement of the dependent variable to
have strong correspondence to the outcome con-
struct. In nonexperimental research, researchers do
not create and manipulate the hypothesized cause,
so ensuring construct validity of the independent
variable is often more difficult.

Shadish and colleagues (2002) broadened the
concept of construct validity to cover persons and
settings as well as outcomes and treatments. For
example, some nursing interventions specifically tar-
get groups that are characterized as* disadvantaged,”
but there is not aways agreement on how thistermis
defined and operationalized. Researchers select spe-
cific people to represent the construct of a disadvan-
taged group about which inferences will be made, so
itisimportant that the specific people are good exem-
plars of the underlying construct. The construct “dis-
advantaged” must be carefully delineated before a
sampleis selected. Similarly, if aresearcher isinter-
ested in such settings as “immigrant neighborhoods”
or “school-based clinics” these are constructs that
require careful description—and the sdlection of
exemplars that match those setting constructs.
Qualitative description is often a powerful means of
enhancing the construct validity of settings.

Threats to Construct Validity

Threats to construct validity are reasons that infer-
ences from aparticular study exemplar to an abstract
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construct could be erroneous. Such a threat could
occur if the operationalization of the construct fails
to incorporate al the relevant characteristics of the
underlying construct, or it could occur if it includes
extraneous content—both of which are instances of
a mismatch. Shadish and colleagues (2002) identi-
fied 14 threats to construct validity (their Table 3.1)
and several additional threats specific to case-control
designs (their Table 4.3). Among the most notewor-
thy threats are the following:

1. Reactivity to the study situation. As discussed
in Chapter 9, participants may behavein apar-
ticular manner because they are aware of their
role in a study (the Hawthorne effect). When
people's responses reflect, in part, their per-
ceptions of participation in research, those
perceptions become part of the treatment con-
struct under study. There are several ways to
reduce this problem, including blinding, using
outcome measures not susceptible to reactivity
(e.g., data from hospital records), and using
preintervention strategies to satisfy partici-
pants' desire to look competent or please the
researcher.

Example of a possible Hawthorne effect:
Yap and colleagues (2009) evaluated the effect

of failored emo% messages on physical activity in
manufacturing workers, using a two-group quasi-
experimental design. Parficipants in %ofh groups
increased their activity, although increases were
greater in the infervention group. The researchers
speculated that the comparison group’s improvement
was probably a Hawthorne effect.

2. Researcher expectancies. A similar threat
stems from the researcher’s influence on par-
ticipant responses through subtle (or not-
so-subtle) communication about desired out-
comes. When this happens, the researcher’'s
expectations become part of the treatment (or
nonmanipulated independent variable) con-
struct that is being tested. Blinding is a strat-
egy to reduce this threat, but another strategy
is to use observations during the course of the
study to detect verbal or behavioral signals of
expectations and correct them.

3. Novelty effects. When a treatment is new,
participants and research agents alike might
alter their behavior. People may be either
enthusiastic or skeptical about new methods of
doing things. Results may reflect reactions to
the novelty rather than to the intrinsic nature of
an intervention, so the intervention construct is
clouded by novelty content.

4. Compensatory effects. In intervention studies,
compensatory equalization can occur if health-
care staff or family members try to compensate
for the control group members falure to
receive a perceived beneficial treatment. The
compensatory goods or services must then be
part of the construct description of the treatment
conditions. Compensatory rivalry is a related
threat arising from the control group members
desire to demonstrate that they can do aswell as
those receiving a special treatment.

5. Treatment diffusion or contamination. Some-
times alternative treatment conditions can get
blurred, which can impede good construct
descriptions of the independent variable. This
may occur when participants in a control
group condition receive services similar to
those available in the treatment condition.
More often, however, blurring occurs when
those in a treatment condition essentialy put
themselves into the control group by dropping
out of the intervention. This threat can also
occur in nonexperimental studies. For exam-
ple, in case-control comparisons of smokers
and nonsmokers, care must be taken during
screening to ensure that study participants are,
in fact, appropriately categorized (e.g., some
people may consider themselves nonsmokers
even though they smoke regularly, but only on
weekends).

Construct validity requires careful attention to
what we call things (i.e., construct labels) so that
appropriate construct inferences can be made.
Enhancing construct validity in a study requires
careful thought before a study is undertaken, in
terms of a well-considered explication of con-
structs, and also requires poststudy scrutiny to
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assess the degree to which a match between opera-
tions and constructs was achieved.

EXTERNAL VALIDITY

External validity concerns the extent to which it
can be inferred that relationships observed in a
study hold true over variations in people, condi-
tions, and settings, as well as over variations in
treatments and outcomes. External validity has
emerged as a very magjor concern in an EBP world
in which there is an interest in generalizing evi-
dence from tightly controlled research settings to
real-world clinical practice settings.

External validity questions may take on several
different forms (Shadish et a., 2002). We may wish
to ask whether relationships observed with a study
sample can be generalized to a larger population—
for example, whether results from a smoking
cessation program found effective with pregnant
teenagers in Boston can be generalized to pregnant
teenagers throughout the United States. Many EBP
questions, however, are about going from a broad
study group to a particular client—for example,
whether the pelvic muscle exercises found to be
effective in alleviating urinary incontinence in one
study are an effective strategy for Linda Smith.
Other external validity questions are about general-
izing to types of people, settings, situations, or treat-
ments unlike those in the research (Polit & Beck,
2010). For example, can findings about a pain-
reduction treatment in a study of Australian women
be generalized to men and women in Canada? Or,
would a 6-week intervention to promote dietary
changes in patients with diabetes be equally effec-
tive if the content were condensed into a 3-week
program? Sometimes new studies are needed to
answer questions about external validity, but some-
times external validity can be enhanced by deci-
sionsthat the researcher makesin designing astudy.

Enhancements to External Validity

One aspect of external validity concerns the repre-
sentativeness of the exemplars used in the study.
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For example, if the sample is selected to be repre-
sentative of a population to which the researcher
wishes to generalize the results, then the findings
can more readily be applied to that population (see
Chapter 12 for sampling designs). Similarly, if the
settings in which the study occurs are representa-
tive of the clinical settings in which the findings
might be applied, then inferences about relevance
in those other settings can be strengthened.

An important concept for external validity is
replication. Multisite studies are powerful because
more confidence in the generaizability of the
results can be attained if results have been repli-
cated in several sites—particularly if the sites are
different on dimensions considered important (e.g.,
Size, nursing skill mix, and so on). Studies with a
varied sample of participants can test whether
study results are replicated for subgroups of the
sample—for example, whether benefits from an
intervention apply to men and women, or older and
younger patients. Systematic reviews are a crucial
aid to external validity precisely because they
assess relationships in replicated studies across
time, space, people, and settings.

Another issue concerns attempts to use or create
study situations as similar as possible to real-world
circumstances. The real world is a “messy” place,
lacking the standardization imposed in studies. Yet,
external validity can be jeopardized if study condi-
tions are too artificial. For example, if nurses
require 5 days of training to implement a promising
intervention, we might ask how realistic it would
be for administrators to devote resources to such an
intervention.

Threats to External Validity

In the previous chapter, we discussed interaction
effectsthat can occur in afactorial design when two
treatments are simultaneously manipulated. The
interaction question is whether the effects of treat-
ment A hold (are comparable) for al levels of treat-
ment B. Conceptually, questions regarding external
validity are similar to this interaction question.
Threats to external validity concern ways in which
relationships between variables might interact with
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or be moderated by variations in people, settings,
time, and conditions. Shadish and colleagues
(2002) described several threats to external valid-
ity, such as the following two:

1. Interaction between relationship and people.
An effect observed with certain types of peo-
ple might not be observed with other types of
people. A common complaint about some RCTs
is that many people are excluded not because
they would not benefit from the treatment, but
rather because they cannot provide needed
research data (e.g., cognitively impaired
patients, non-English speakers). During the
1980s, the widely held perception that many
clinical trials were conducted primarily with
white males led to policy changes to ensure
that treatment by gender and ethnicity sub-
group interactions were explored.

2. Interaction between causal effects and treatment
variation. An innovative treatment might be
effective because it is paired with other ele-
ments, and sometimes those elements are
intangible—for example, an enthusiastic and
dedicated project director. The same “ treatment”
could never be fully replicated, and thus differ-
ent results could be obtained in subsequent tests.

Shadish and colleagues (2002) noted that moder-
ators of relationships are the norm, not the excep-
tion. With interventions, for example, it isnormal for
a treatment to “work better” for some people than
for others. Thus, in thinking about external validity,
the primary issue is whether there is constancy of a
relationship (or constancy of causation), and not
whether the magnitude of the effect is constant.

TRADE-OFFS AND
PRIORITIES IN STUDY
VALIDITY

Quantitative researchers strive to design studies
that are strong with respect to al four types of
study validity. Sometimes, efforts to increase one
type of validity will also benefit another type. In
some instances, however, the requirements for

ensuring one type of validity interfere with the pos-
sihility of achieving others.

For example, suppose we went to great lengths
to ensure intervention fidelity in an RCT. Our
efforts might include strong training of staff, care-
ful monitoring of intervention delivery, manipula-
tion checks, and steps to maximize participants
adherence to treatment. Such efforts would have
positive effects on statistical conclusion validity
because the treatment was made as powerful as
possible. Internal validity would be enhanced if
attrition biases were minimized as aresult of high
adherence. Intervention fidelity would aso
improve the construct validity of the treatment
because the content delivered and received would
better match the underlying construct. But what
about external validity? All of the actions under-
taken to ensure that the intervention is strong,
construct-valid, and administered according to
plan are not consistent with the realities of clinical
settings. People are not normally paid to adhere to
treatments, nurses are not monitored and cor-
rected to ensure that they are following a script,
training in the use of new protocols is usually
brief, and so on.

This example illustrates that researchers need to
give careful thought to how design decisions may
affect various aspects of study validity. Of particu-
lar concern are trade-offs between internal and
external validity.

Internal Validity and External Validity

Tension between the goals of achieving internal
validity and external validity is pervasive. Many
control mechanisms that are designed to rule out
competing explanations for hypothesized cause-
and-effect relationships make it difficult to infer
that the relationship holds true in uncontrolled real -
life settings.

Internal validity was long considered the “sine
qua non” of experimental research (Campbell &
Stanley, 1963). The rationale was this: If there is
insufficient evidence that an intervention really
caused an effect, why worry about generalizing the
results? This high priority given to internal validity,
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however, is somewhat at odds with the current
emphasis on evidence-based practice. A question
that some are now posing is this: If study results
can't be generalized to real-world clinical settings,
who cares if the study has strong internal validity?
Clearly, both internal and external validity are
important to building an evidence base for nursing
practice.

There are several “solutions’ to the conflict
between internal and external validity. The first
(and perhaps most prevalent) approach is to
emphasize one and sacrifice the other. Following a
long tradition of field experimentation based on
Campbell and Stanley’s advice, it is often external
validity that is sacrificed.

A second approach in some medical trials is to
use a phased series of studies. In the earlier phase,
there are tight controls, strict intervention proto-
cols, and stringent criteria for including people in
the RCT. Such studies are efficacy studies. Once
the intervention has been deemed to be effective
under tightly controlled conditions in which inter-
nal validity was the priority, it is tested with larger
samplesin multiple sites under less restrictive con-
ditions, in effectiveness studies that emphasize
external validity.

A third approach is to compromise. There has
been recent interest in promoting designs that aim
to achieve a balance between internal and external
validity in a single intervention study. We discuss
such practical (or pragmatic) clinical trials in
Chapter 11.

Efforts to improve the generalizability of health-
care research evidence have given rise to a frame-
work for designing and evaluating intervention
research called the RE-AIM framework (Glasgow,
2006). The framework involves a scrutiny of five
aspects of a study: its Reach, Efficacy, Adoption,
I mplementation, and Maintenance. Reach means
reaching the intended population of potential bene-
ficiaries, which concerns the extent to which study
participants have characteristics that reflect those
of that population. Efficacy concerns intervention
impacts on critical outcomes. Adoption concerns
the number and representativeness of settings and
staff who are willing to implement the intervention.
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Implementation concerns the consistency of deliv-
ering the intervention as intended, and aso inter-
vention costs. The last component, maintenance,
involves a consideration of the extent to which, at
the individual level, outcomes are maintained over
time and, at the institutional level, the intervention
becomes part of routine practices and policies.
Table 10.3 summarizes some key planning ques-
tions for each of these five components. Detailed
information about this new framework and advice
on how to enhance and assess the five components
isavailable at www.re-aim.org.

Example of a study using RE-AIM: \Whittemore
and colleagues (2009) used the RE-AIM model as
the organizing framework for their pilot study of a
diabetes prevention program in primary care
seffings. The study appears in its entirety in Appendix
D of the accompanying Resource Manual.

:) T 1P : The Toolkit section of the Resource Manual

includes a table listing a number of sirategies that can be

used fo enhance the external validity of a study. The table identifies
the potential consequence of each strategy for other types of study
validity.

Prioritization and Design Decisions

Unfortunately, it isimpossible to avoid all possible
threats to study validity. By understanding the vari-
ous threats, however, you can come to conclusions
about the kinds of trade-offs you are willing to
make to achieve study goals. Some threats are more
worrisome than others in terms of both likelihood
of occurrence and consequences to the inferences
you would like to make. And some threats are more
costly to avoid than others. Resources available for
a study must be allocated so that there is a corre-
spondence between expenditures and the impor-
tance of different types of validity. For example,
with a fixed budget, you need to decide whether
it is better to increase the size of the sample
and hence power (statistical conclusion validity),
or to use the money on efforts to reduce attrition
(internal validity).
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1p-\=1858Relcl  Key Planning Questions within the RE-AIM Framework

RE-AIM COMPONENT

PLANNING QUESTIONS

Reach

e How can | reach those who need the intervention?

e How can | design the infervention and the research so as fo persuade those

who need it fo fry ife

Efficacy

® How can | plan the intervention fo maximize its efficacy?

® How can | design the research to maximize the potential to detect ifs effects?

Adoption e How can | best select study sites to represent environments where the
intervention might be implemented?
® How can | develop organizational support for the delivery of my infervention?@

Implementation e What can | do to enhance the likelihood that the intervention is delivered

properly?

e How can | best assess and document the extent to which intervention fidelity

occurred?

Maintenance e How can | design the infervention so as to encourage longterm mainfenance of

needed behaviors?

e \What can | do to enhance the likelihood that the intervention is maintained and
delivered over the long term?

The point here is that you should make con-
scious decisions about how to structure a study to
address validity concerns. Every design decision
has both a “payoff” and a cost in terms of study
integrity. Being cognizant of the effects that design
decisions have on the quality of research evidence
is a responsibility that nurse researchers should
attend to so that their evidence can have the largest
possible impact on clinical practice.

:) TIP: Auseful sirategy is to create a matrix that

lists various design decisions in the first column (e.g.,
randomization, crossover design), and then use the next four
columns to identify the potential impact of those options on the four
types of study validity. (In some cells, there may be no entry if there
are no consequences of a design element for a given type of
validity). A sixth column could be added for estimates of the design
element’s financial implications, if any. The Toolkit section of the
accompanying Resource Manual includes a model matrix as a Word
document for you to use and adapt.

CRITIQUING
GUIDELINES FOR
STUDY VALIDITY

In critiquing a research report to evaluate its poten-
tial to contribute to nursing practice, it is crucia to
make judgments about the extent to which threatsto
vaidity were minimized—or, at least, assessed and
taken into consideration during the interpretation of
the results. The guidelinesin Box 10.1 =" focus on
vaidity-related issues to further help you in the cri-
tique of quantitative research designs. Together with
the critiquing guidelines in the previous chapter,
they are likely to be the core of a strong critica
evaluation of the evidence that quantitative studies
yield. From an EBP perspective, it is important to
remember that drawing inferences about causal
relationships relies not only on how high up on the
evidence hierarchy a study is (Figure 2.1), but also,
for any given level of the hierarchy, how successful
the researcher was in managing study validity and
balancing competing validity demands.
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BOX 10.1 Guidelines for Critiquing Design Elements and Study

Validity in Quantitative Studies
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1. Was there adequate statistical power? Did the manner in which the independent variable was defined
and operationalized create strong contrasts that enhanced statistical power? Was precision enhanced by
controlling confounding variables? If hypotheses were not supported (e.g., a hypothesized relationship
was not found), is it possible that stafistical conclusion validity was compromised?

2. In infervention studies, is there evidence that affention was paid fo intervention fidelity? For example, were
staff adequately trained? Was the implementation of the infervention monitored2 VWas affention paid fo

both the delivery and receipt of the intervention?

3. What evidence does the report provide that selection biases were eliminated or minimized2 What steps
were taken fo control confounding participant characteristics that could affect the equivalence of groups

being compared? Were these steps adequate?

4. To what extent did the study design rule out the plausibility of other threats to interal validity, such as history,
aftriion, maturation, and so one What are your overall conclusions about the internal validity of the study?

5. Were there any major threats fo the construct validity of the study? In intervention studies, was there a
good match between the underlying conceptualization of the intervention and ifs operationalization? Was
the infervention “pure” or was it confounded with extraneous content, such as researcher expectations?
Was the setting or site a good exemplar of the type of seffing envisioned in the conceptualization?

6. Was the confext of the study sufficiently described fo enhance its capacity for external validity? VWere the
seffings or participants representative of the types to which results were designed fo be generalized?

7. Overall, did the researcher appropriately balance validity concemns@ Was attention paid to certain types
of threats (e.g., infernal validity) af the expense of others (e.g., external validity)2

00000000000000000
RESEARCH EXAMPLE

We conclude this chapter with an example of a
study that demonstrated careful attention to many
aspects of study validity.

Study: Effects of abdomina massage in management of
constipation—A randomized controlled trial (Lamas
et al., 2009)

Statement of Purpose: The purpose of the study was to
assess the effect of an abdominal massage on gas-
trointestinal functions and use of laxatives in people
with constipation.

Treatment Groups: There were two treatment groups:
an intervention group that received an abdominal
massage 5 days per week for 8 weeks in addition to
previously prescribed laxatives, and a control group
that continued with usual laxatives and treatments but
no massage.

Method: A sample of 60 people with constipation was
recruited from a Swedish community vialocal news-

papers and notices at care centers. Eligible partici-
pants were randomly assigned to treatment groups by
block randomization, with four patients per block.
Gastrointestinal function was assessed with a stan-
dardized instrument at baseline, 4 weeks, and 8 weeks.
Participants also maintained a daily diary in which
they recorded information about bowel movements
and use of remedies such as |axatives and fiber.
Additional Study Validity Efforts: The researchers esti-
mated how large a sample was needed to achieve ade-
quate power for statistical conclusion vdidity, using a
procedure called power analysis (Chapter 12). Study
protocols and a manua were developed to standardize
the massage intervention. Massage interventionists
were trained by the lead author. Data were gathered
by self-administration (the data collectors were not
blinded). Selection bias was assessed by comparing the
baseline characteristics of the two groups, who were
comparable with regard to demographic characteristics
(e.g., age, sx), laxative use, and most indexes of gas-
trointestina function. However, those in the interven-
tion group had higher constipation scores, so these
baseline scores were statistically adjusted in estimating
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intervention effects 8 weeks later. Attrition was similar
in both groups (10% per group). An intention-to-treat
analysis was performed by estimating missing outcome
values for those who dropped out of the study.

Key Findings: Those in the intervention group had sig-
nificantly better outcomes at 8 weeks than those on
the control group with regard to constipation and
abdominal pain. The massage group aso had signifi-
cantly more bowel movements. The groups had simi-
lar usage of laxatives at the end of the study, suggest-
ing massage might be an effective complement to, but
not substitute for, laxatives in this population.

SUMMARY POINTS

e Study validity concerns the extent to which
appropriate inferences can be made. Threats to
validity are reasons that an inference could be
wrong. A key function of quantitative research
designisto rule out validity threats by exercising
various types of control.

e Control over confounding participant character-
istics is key to managing many validity threats.
The best control method is randomization to
treatment conditions, which effectively controls
all confounding variables—especially within the
context of a crossover design.

¢ When randomization is not possible, other con-
trol methods include homogeneity (the use of a
homogeneous sample to eliminate variability on
confounding characteristics); blocking or strati-
fying, as in the case of a randomized block
design; pair matching participants on key vari-
ables to make groups more comparable (or bal-
ancing groups to achieve comparability); and
statistical control to remove the effect of a
confounding variable statistically (e.g., through
analysis of covariance).

e Homogeneity, stratifying, matching, and statisti-
cal control share two disadvantages. Researchers
must know in advance which variables to con-
trol, and they can rarely control all of them.

e Four types of validity affect therigor of aquantita:
tive study: statistical conclusion validity, internal
vaidity, construct validity, and external validity.

e Statistical conclusion validity concerns the
validity of inferences that there is an empirical
relationship between variables (most often, the
presumed cause and the effect).

e Threats to statistical conclusion validity include
low statistical power (the ability to detect true
relationships among variables), low precision
(the exactness of the relationships revealed after
controlling confounding variables), and factors
that undermine a strong operationalization of the
independent variable (e.g., atreatment).

e Intervention (or treatment) fidelity concerns
the extent to which the implementation of a
treatment is faithful to its plan. Intervention
fidelity is enhanced through standardized treat-
ment protocols, careful training of intervention
agents, monitoring of the delivery and receipt of
the intervention, manipulation checks, and
steps to promote treatment adherence and
avoid contamination of treatments.

e Internal validity concerns inferences that out-
comes were caused by the independent variable,
rather than by factors extraneous to the research.
Threats to internal validity include temporal
ambiguity (lack of clarity about whether the pre-
sumed cause preceded the outcome), selection
(preexisting group differences), history (the
occurrence of events external to an independent
variable that could affect outcomes), matur ation
(changes resulting from the passage of time),
mortality (effects attributable to attrition), test-
ing (effects of a pretest), and instrumentation
(changesin the way data are gathered).

e Internal validity can be enhanced through judi-
cious design decisions, but can also be addressed
analyticaly (e.g., through an analysis of selection
or attrition biases). When people withdraw from a
study, an intention-to-treat analysis (analyzing
outcomes for dl peoplein their origina treatment
conditions) is preferred to a per-protocol analysis
(analyzing outcomes only for those who received
the full treatment as assigned) for maintaining the
integrity of randomization.

e Construct validity concerns inferences from the
particular exemplars of a study (e.g., the specific
treatments, outcomes, people, and settings) to the
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higher-order constructs that they are intended to
represent. The first step in fostering construct
validity isacareful explication of those constructs.

e Threats to construct validity can occur if the
operationalization of a construct fails to incorpo-
rate all of the relevant characteristics of the con-
struct or if it includes extraneous content.
Examples of such threats include subject reactiv-
ity, researcher expectancies, novelty effects,
compensatory effects, and treatment diffusion.

e External validity concerns inferences about the
extent to which study results can be general-
ized—that is, about whether relationships
observed in a study hold true over variations in
people, settings, outcome measures, and treat-
ments. External validity can be enhanced by
selecting representative people, settings, and so
on and through replication.

e Researchers need to prioritize and recognize
trade-offs among the various types of validity,
which sometimes compete with each other. Ten-
sions between internal and externd validity are
especially prominent. One solution has been to
begin with astudy that emphasizesinternal valid-
ity (efficacy studies) and then if acausal relation-
ship can be inferred, to undertake effectiveness
studies that emphasize external validity.

e The RE-AIM framework (Reach, Efficacy,
Adoption, Implementation, and Maintenance) is
a model for designing and evaluating interven-
tion research that is strong on multiple forms of
study validity.

STUDY ACTIVITIES

Chapter 10 of the Study Guide for Nursing
Research: Generating and Assessing Evidence for
Nursing Practice, 9th edition, offers exercises and
study suggestions for reinforcing concepts pre-
sented in this chapter. In addition, the following
study questions can be addressed:
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1. How do you suppose the use of identical twins
in astudy could enhance control?

2. To the extent possible, apply the questions in
Box 10.1 to the massage intervention study
described at the end of the chapter (Lamas,
et a., 2009).
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S ampling is familiar to us al. In the course
of daily activities, we make decisions and
draw conclusions through sampling. A nursing stu-
dent may select an elective course by sampling two
or three classes on the first day of the semester.
Patients may generalize about nursing care in a
hospital based on the care they received from a
sample of nurses. We all come to conclusions about
phenomena based on exposure to a limited portion
of those phenomena.

Researchers, too, obtain data from samples. In
testing the efficacy of a new asthma medication,
researchers reach conclusions without giving the
drug to all asthmatic patients. Researchers, however,
cannot afford to draw conclusions about interven-
tion effects or inter-relationships among variables
based on a sample of only three or four people. The
conseguences of making faulty decisions are more
momentous in research than in private decision
making.

Quantitative researchers seek to select samples
that will alow them to achieve statistical conclu-
sion validity and to generalize their results. They
develop a sampling plan that specifies in advance
how participants are to be selected and how many
to include. Qualitative researchers, by contrast,
make sampling decisions during the course of data
collection, and typically do not have aformal sam-
pling plan. This chapter discusses sampling issues

Sampling in Quantitative

for quantitative studies. Sampling for qualitative
research is discussed in Chapter 21.

BASIC SAMPLING
CONCEPTS

Let us begin by considering some terms associated
with sampling—terms that are used primarily (but
not exclusively) in quantitative research.

Populations

A population is the entire aggregation of cases in
which a researcher is interested. For instance, if
wewere studying American nurses with doctora
degrees, the population could be defined as all U.S.
citizens who are registered nurses (RNs) and who
have a PhD, DNSc, DNP, or other doctoral-level
degree. Other possible populations might be all male
patients who had cardiac surgery in St. Peter's
Hospital in 2010, all women with irritable bowel
syndrome in Sydney, or all children in Canada with
cystic fibrosis. As this list illustrates, a population
may be broadly defined to involve thousands of peo-
ple, or narrowly specified to include only hundreds.
Populations are not restricted to humans. A pop-
ulation might consist of all hospital records in a
particular hospital or al blood samplesat a particular

273
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laboratory. Whatever the basic unit, the population
comprises the aggregate of elements in which the
researcher isinterested.

It is useful to make a distinction between target
and accessible populations. The accessible popu-
lation isthe aggregate of casesthat conform to des-
ignated criteria and that are accessible for a study.
The target population is the aggregate of cases
about which the researcher would like to generalize.
A target population might consist of all diabetic
people in the United States, but the accessible pop-
ulation might consist of all diabetic people who
attend a particular clinic. Researchers usually sam-
ple from an accessible population and hope to gen-
eralize to atarget population.

:) TP : Akey issue for evidence-based practice is information
about the populations on whom research has been conducted. Many
quantitative researchers fail o identify their target population, or to
discuss the generalizability of the results. The population of interest
needs to be carefully considered in planning and reporting a study.

Eligibility Criteria
Researchers must specify criteriathat define who is
in the population. Consider the population, Ameri-
can nursing students. Does this population include
students in all types of nursing programs? How
about RNs returning to school for a bachelor’'s
degree? Or students who took a leave of absence
for a semester? Do foreign students enrolled in
American nursing programs qualify? Insofar as
possible, the researcher must consider the exact cri-
teria by which it could be decided whether an indi-
vidual would or would not be classified as a
member of the population. The criteriathat specify
population characteristics are the eligibility crite-
ria or inclusion criteria. Sometimes, a population
isalso defined in terms of characteristicsthat people
must not possess (i.e., the exclusion criteria). For
example, the population may be defined to exclude
people who cannot speak English.

Specifications about the population should be
driven, to the extent possible, by theoretical consid-
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erations. In thinking about ways to define the popu-
lation and delineate eligibility criteria, it is impor-
tant to consider whether the resulting sampleislikely
to be a good exemplar of the population construct
in which you are interested. A study’s construct
validity is enhanced when there is a good match
between the eligibility criteria and the population
construct.

Of course, inclusion or exclusion criteria for a
study often reflect considerations other than sub-
stantive concerns. Eligibility criteria may reflect
one or more of the following:

e Costs. Some criteriareflect cost constraints. For
example, when non—English-speaking people
are excluded, this does not usually mean that
researchers are uninterested in non-English
speakers, but rather that they cannot afford to
hire translators and multilingual data collectors.

e Practical constraints. Sometimes, there are other
practical constraints, such as difficulty including
people from rural areas, people who are hearing
impaired, and so on.

e People’s ability to participate in a study. The
health condition of some people may preclude
their participation. For example, people with
mental impairments, who arein acoma, or who
are in an unstable medical condition may need
to be excluded.

¢ Design considerations. As noted in Chapter 10,
it is sometimes advantageous to a study’sinter-
nal validity to define a homogeneous popula
tion as a means of controlling confounding
variables.

The criteria used to define a population for a
study have implications for the interpretation of the
results and, of course, the external validity of the
findings.

Example of inclusion and exclusion criteria:
Hafsteindéttir and colleagues (2010) studied malnu-
frifion in hospifalized neurologic patients. Study par-
ficipants had to be diagnosed with a neurologic or
neurosurgical disease and speak Dutch. Patients
were excluded if they were bed-bound and if their
health condition made participation impossible.



Samples and Sampling

Sampling isthe process of selecting casesto repre-
sent an entire population so that inferences about
the population can be made. A sample is a subset
of population elements, which are the most basic
units about which data are collected. In nursing
research, elements are usually humans.

Samples and sampling plans vary in quality. Two
key considerationsin assessing a samplein a quan-
titative study are its representativeness and size. A
representative sampleisone whose key character-
istics closely approximate those of the population.
If the population in a study of blood donors is
50% male and 50% female, then a representative
sample would have a similar gender distribution. If
the sample is not representative of the population,
the study’s external validity (and construct validity)
isat risk.

Unfortunately, there is no way to make sure that
a sample is representative without obtaining infor-
mation from the population. Certain sampling pro-
cedures are less likely to result in biased samples
than others, but a representative sample can never be
guaranteed. Researchers operate under conditions
in which error is possible. Quantitative researchers
strive to minimize errors and, when possible, to
estimate their magnitude.

Sampling designs are classified as either proba-
bility sampling or nonprobability sampling. Prob-
ability sampling involves random selection of
elements. In probability sampling, researchers can
specify the probability that an element of the popu-
lation will beincluded in the sample. Greater confi-
dence can be placed in the representativeness of
probability samples. In nonprobability samples,
elements are selected by nonrandom methods. There
is no way to estimate the probability that each ele-
ment has of being included in a nonprobability
sample, and every element usually does not have a
chance for inclusion.

Strata

Sometimes, it is useful to think of populations as
consisting of subpopulations, or strata. A stra-
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tum is a mutually exclusive segment of a popula-
tion, defined by one or more characteristics. For
instance, suppose our population wasall RNsin the
United States. This population could be divided
into two strata based on gender. Or, we could spec-
ify three strata of nurses younger than 30 years of
age, nurses aged 30 to 45 years, and nurses 46 years
or older. Strata are often used in sample selection to
enhance the sampl€e's representativeness.

Staged Sampling

Samples are sometimes selected in multiple stages,
in what is called multistage sampling. In the first
stage, large units (such as hospitals or nursing homes)
are selected. Then, in alater stage, individua people
are sampled. In staged sampling, it is possible to
combine probability and nonprobability sampling.
For example, thefirst stage can involve the ddliber-
ate (nonrandom) selection of study sites. Then, peo-
ple within the selected sites can be selected through
random procedures.

Sampling Bias

Researchers work with samples rather than with
populations because it is cost-effective to do so.
Researchers typically do not have the resources to
study all members of a population.

It is often possible to obtain reasonably accu-
rate information from a sample, but data from
samples can lead to erroneous conclusions. Find-
ing 100 people willing to participate in a study is
seldom difficult. It is considerably harder to select
100 people who are not a biased subset of the pop-
ulation. Sampling bias refers to the systematic
over-representation or under-representation of a
population segment on a characteristic relevant to
the research question.

As an example of consciously biased selection,
Suppose we were investigating patients’ responsive-
ness to nurses’ touch and decide to recruit the first
50 patients meeting eligibility criteria. We decide,
however, to omit Mr. Z from the sample because he
has been hostile to nursing staff. Mrs. X, who has
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just lost a spouse, is also bypassed because she is
under stress. We have made conscious decisions to
exclude certain people, and the decisions do not
reflect bonafide eligibility criteria. This can lead to
bias because responsiveness to nurses' touch (the
dependent variable) may be affected by patients
feelings about nurses or their emotional state.
Sampling bias often occurs unconsciously, how-
ever. If we were studying nursing students and
systematically interviewed every 10th student who
entered the nursing school library, the sample would
be biased in favor of library-goers, even if we were
conscientious about including every 10th student
regardless of hisor her age, gender, or other traits.

:) TP : Internet surveys are attractive because they can be
distributed to people all over the world. However, there is an inherent
bias in such surveys, unless the population is defined as people who
have easy access to, and comfort with, a computer and the Internet.

Sampling biasis partly a function of population
homogeneity. If population elements were all iden-
tical with respect to key attributes, then any sample
would be as good as any other. Indeed, if the popu-
lation were completely homogeneous, that is,
exhibited no variability at all, then asingle element
would be sufficient to draw conclusions about the
population. For many physiologic attributes, it may
be safe to assume high homogeneity. For example,
the blood in a person’s veins is relatively homoge-
neous and so a single blood sampleis adequate. For
most human attributes, however, homogeneity is
the exception rather than the rule. Age, health status,
stress, motivation—all these attributes reflect human
heterogeneity. When variation occurs in the popula-
tion, then similar variation should be reflected, to the
extent possible, in asample.

:) T 1P : One easy way to increase a study’s generalizability is
to select parficipants from multiple sites (e.g., from different hospitals,
nursing homes, communities, ec.). Ideally, the different sites would
be sufficiently divergent that good representation of the population
would be obtained.
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NONPROBABILITY
SAMPLING

Nonprobability sampling is less likely than proba-
bility sampling to produce representative samples.
Despite this fact, most studies in nursing and other
disciplines rely on nonprobability samples. Four
types of nonprobability sampling in quantitative
studies are convenience, quota, consecutive, and
purposive.

Convenience Sampling

Convenience sampling entails using the most con-
veniently available people as participants. A faculty
member who distributes questionnaires to nursing
students in a class is using a convenience sample.
The nurse who conducts a study of teenage risk
taking at a local high school is aso relying on a
convenience sample. The problem with convenience
sampling is that those who are available might be
atypical of the population with regard to critical
variables.

Convenience samples do not necessarily com-
prise individuals known to the researchers. Stopping
people at a street corner to conduct an interview is
sampling by convenience. Sometimes, researchers
seeking people with certain characteristics place an
advertisement in a newspaper, put up signsin clin-
ics, or post messages in chat rooms on the I nternet.
These approaches are subject to bias because people
select themselves as pedestrians on certain streets
or as volunteersin response to posted notices.

Snowball sampling (also caled network sam-
pling or chain sampling) is avariant of convenience
sampling. With this approach, early sample members
(called seeds) are asked to refer other people who
meet the eligibility criteria. This sampling method
is often used when the population is people with
characteristics who might otherwise be difficult to
identify (e.g., people who are afraid of hospitals).
Snowballing begins with afew eligible participants
and then continues on the basis of participant referrals.

Convenience sampling is the weakest form of
sampling. In heterogeneous populations, there is
no other sampling approach in which the risk of
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Numbers and Percentages of Students in Strata of a Population, Convenience

STRATA POPULATION CONVENIENCE SAMPLE QUOTA SAMPLE
Male 100 (20%) 5 (5%) 20 (20%)
Female 400 (80%) Q5 (95%) 80 (80%)
Total 500 (100%) 100 (100%) 100 (100%)

sampling biasisgreater. Yet, convenience sampling is
themost commonly used method in many disciplines.

Example of a convenience sample: Peddle
and coﬁeogues (2009) studied factors that correlated
with adherence fo supervised exercise in patients
awaiting surgery for suspected malignant lung lesions.
Their sample of patients was described as a sample
of convenience.

:) T 1P : Rigorous methods of sampling hidden populations,
such as the homeless or injection drug users, are emerging. Because
standard probability sampling is inappropriate for such hidden popu-
lations, a method called respondent-driven sampling (RDS), o
variant of snowhall sampling, has been developed. RDS, unlike tradi-
tional snowballing, allows the assessment of relative inclusion proba-
bilities based on mathematical models (Magnani et al., 2005).

Quota Sampling

A quota sample is one in which the researcher
identifies popul ation strata and determines how many
participants are needed from each stratum. By
using information about population characteristics,
researchers can ensure that diverse segments are
represented in the sample, preferably in the propor-
tion in which they occur in the population.
Suppose we were interested in studying nursing
students' attitude toward working with AIDS patients.
The accessible population is a school of nursing
with 500 undergraduate students; a sample of 100

studentsis desired. The easiest procedure would be
to distribute questionnaires in classrooms through
convenience sampling. We suspect, however, that
male and female students have different attitudes,
and a convenience sample might result in too many
men or women. Table 12.1 presents fictitious data
showing the gender distribution for the population
and for a convenience sample (second and third
columns). In this example, the convenience sample
over-represents women and under-represents men.
We can, however, establish “quotas’ so that the
sample includes the appropriate number of cases
from both strata. The far-right column of Table 12.1
shows the number of men and women required for
aquota sample for this example.

You may better appreciate the dangers of abiased
sample with a concrete example. Suppose a key
study question was, “Would you be willing to work
on aunit that cared exclusively for AIDS patients?’
The number and percentage of students in the pop-
ulation who would respond “yes’ are shown in the
first column of Table 12.2. We would not know
these values—they are shown to illustrate a point.
Within the population, men are more likely than
women to say they would work on aunit with AIDS
patients, yet men were under-represented in the con-
venience sample. As aresult, population and sample
vaues on the outcome are discrepant: Nearly twice
as many students in the population are favorable
toward working with AIDS patients (20%) than
we would conclude based on results from the conve-
nience sample (11%). The quota sample does a better
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TABLE 12.2 Rt reare st
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Students Willing to Work on AIDS Unit, in the Population, Convenience

POPULATION  CONVENIENCE SAMPLE ~ QUOTA SAMPLE
Willing males (number) 28 2 6
Willing females (number) 72 Q 13
Total number of willing students 100 11 19
Total number of all students 500 100 100
Percentage willing 20% 11% 19%

job of reflecting the views of the population (19%).
In actual research situations, the distortions from a
convenience sample may be smaller than in this
example, but could be larger as well.

Quota sampling does not require sophisticated
skillsor alot of effort. Many researchers who use a
convenience sample could profitably use quota
sampling. Stratification should be based on one or
more variables that would reflect important differ-
ences in the dependent variable. Such variables as
gender, ethnicity, education, and medical diagnosis
may be good stratifying variables.

Procedurally, quota sampling islike convenience
sampling. The people in any subgroup are a conve-
nience sample from that stratum of the population.
For example, the initial sample of 100 students in
Table 12.1 congtituted a convenience sample from the
population of 500. In the quota sample, the 20 men
constitute a convenience sample of the 100 men in
the population. Because of thisfact, quota sampling
shares many of the same weaknesses as convenience
sampling. For instance, if aresearcher isrequired by
aquota-sampling plan to interview 10 men between
the ages of 65 and 80 years, a trip to a nursing
home might be the most convenient method of
obtaining participants. Yet this approach would fail
to represent the many older men living indepen-
dently in the community. Despite its limitations,
guota sampling is a major improvement over con-
venience sampling.

Example of a quota sample: Fox and colleagues
[2009) explored perceptions of bed days in patients
receiving extended in-patient services for the manage-
ment of chronic illness. The study used patients from
a larger study that used quota sampling fo ensure equal
representation of people who had di%erem levels of
bed days. The strata were defined as people with O,
2104, and 5 to 7 bed days per week.

Consecutive Sampling

Consecutive sampling involves recruiting all of
the people from an accessible popul ation who meet
the eligibility criteria over a specific time interval,
or for a specified sample size. For example, in a
study of ventilator-associated pneumonia in 1CU
patients, if the accessible population were patients
inan ICU of a specific hospital, a consecutive sam-
ple might consist of all eligible patients admitted to
that ICU over a 6-month period. Or it might be the
first 250 eligible patients admitted to the ICU, if
250 were the targeted sample size.

Consecutive samples can be selected either for a
retrospective or prospective time period. For exam-
ple, the sample could include every patient who
visited adiabetic clinic in the previous 30 days. Or,
it could include all of the patients who will enroll in
the clinic in the next 30 days.

Consecutive sampling is a far better approach
than sampling by convenience, especialy if the
sampling period is sufficiently long to deal with



potential biases that reflect seasonal or other time-
related fluctuations. When all members of an acces-
sible population are invited to participate in a study
over afixed time period, the risk of biasis greatly
reduced. Consecutive sampling is often the best
possible choice when there is “rolling enrollment”
into a contained accessible population.

Example of a consecutive sample: O'Meara
and colleagues (2008) conducted a study to evalu-
afe factors associated with inferruptions in enteral
nufrition de\ivery in mechonico”y ventilated crifically
ill patients. A consecutive sample of 59 ICU patients
who required mechanical ventilation and were
receiving enferal nutrition participated in the study.

Purposive Sampling

Purposive sampling or judgmental sampling uses
researchers knowledge about the popul ation to select
sample members. Researchers might decide pur-
posely to select people who are judged to be typical
of the population or particularly knowledgeable
about the issues under study. Sampling in this sub-
jective manner, however, provides no external,
objective method for assessing the typicalness of
the selected participants. Nevertheless, this method
can be used to advantage in certain situations. Newly
developed instruments can be effectively pretested
and evaluated with a purposive sample of diverse
types of people. Purposive sampling is often used
when researchers want a sample of experts, as in
the case of a needs assessment using the key infor-
mant approach or in Delphi surveys.

Purposive sampling is also a good approach in
two-staged sampling. That is, sites can first be sam-
pled purposively, and then people can be sampled
in some other fashion, asin the following example:

Example of purposive sampling: Dudley-Brown
and Freivogel (2009) field tested alternative intake
tools for identifying patients at high risk for colorectal
cancer in gastroenterology clinics. They began by
purposively selecting six sites in four states. Their goal
was o select sites so as to “approximate a represen-
fative sample for ethnicity onj)oge” (p. 10). In the
next stage of samplian, the researchers recruited a
consecutive sample of patients over a 2-month period.
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Evaluation of Nonprobability Sampling

Except for some consecutive samples, nonproba-
bility samples arerarely representative of the popu-
lation. When every element in the population does
not have a chance of being included in the sample,
it islikely that some segment of it will be systemat-
ically under-represented. When there is sampling
bias, there is a chance that the results could be mis-
leading, and efforts to generalize to a broader pop-
ulation could be misguided.

Nonprobability samples will continue to pre-
dominate, however, because of their practicality.
Probability sampling requires skill and resources,
so there may be no option but to use a nonprobabil-
ity approach. Strict convenience sampling without
explicit efforts to enhance representativeness, how-
ever, should be avoided. Indeed, it could be argued
that quantitative researchers would do better at
achieving representative samples for generalizing
to a population if they had an approach that were
more purposeful (Polit & Beck, 2010).

Quota sampling is a semi-purposive sampling
strategy that is far superior to convenience sam-
pling because it seeks to ensure sufficient represen-
tation within key strata of the population. Another
purposive strategy for enhancing generalizability is
deliberate multisite sampling. For instance, a con-
venience sample could be obtained from two com-
munities known to differ socioeconomically so that
the sample would reflect the experiences and views
of both lower- and middle-class participants. In
other words, if the population is known to be het-
erogeneous, you should take steps to capture impor-
tant variation in the sample.

Even in one-site studies in which convenience
sampling is used, researchers can (and should)
make an effort to explicitly add cases to correspond
more closely to population parameters. Kerlinger
and Lee (2000) advised researchers to check their
sample for easily verified expectations. For exam-
ple, if half the population is known to be male, then
the researcher can check to see if approximately
half the sample is male and use outreach to recruit
more males if necessary. Shadish and colleagues
(2002) also argued for more purposive sampling,
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noting that deliberate heterogeneous sampling on
presumptively important dimensions is an impor-
tant strategy for generalization.

Quantitative researchers using nonprobability
samples must be cautious about the inferences they
make. With efforts to deliberately enhance repre-
sentativeness, a conservative interpretation of the
results with regard to generalizability, and replica-
tion of the study with new samples, researchers
find that nonprobability samples usually work rea-
sonably well.

PROBABILITY
SAMPLING

Probability sampling involves the random selection
of elements from a population. Random sampling
involves a selection process in which each element
in the population has an equal, independent chance
of being selected. Probability sampling is a com-
plex, technica topic, and books such as those by
Levy and Lemeshow (2009) offer further guidance
for advanced students.

:) T 1P : Random sampling should not be (but often is)
confused with random assignment, which was described in connection
with experimental designs in Chapter 9. Random assignment is the
process of allocating people to different treatment condifions at ran-
dom. Random assignment has no bearing on how people in an RCT
were selected in the first place.

Simple Random Sampling

Simple random sampling is the most basic proba-
bility sampling design. In simple random sampling,
researchers establish a sampling frame, the tech-
nical name for the list of elements from which the
sample will be chosen. If nursing students at the
University of Connecticut were the accessible pop-
ulation, then aroster of those students would be the
sampling frame. If the sampling unit were 300-bed
or larger hospitals in Taiwan, then alist of all such
hospitals would be the sampling frame. In practice,
apopulation may be defined in terms of an existing
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sampling frame. For example, if wewanted to use a
voter registration list as a sampling frame, we
would have to define the community population as
residents who had registered to vote.

Once a sampling frame has been developed, ele-
ments are numbered consecutively. A table of ran-
dom numbers or computer-generated list of random
numbers would then be used to draw a sample of
the desired size. An example of asampling framefor
apopulation of 50 peopleisshownin Table 12.3. Let
us assume we want to randomly sample 20 people.
Aswith random assignment, we could find a start-
ing place in atable of random numbers by blindly
placing our finger at some point on the page to

Sampling Frame for
Simple Random
Sampling Example

TABLE 12.3

(1) N. Alexander @6, C. Ball

2. D. Brady 27. L. Chodos
3. D. Carroll 28. K. DiSanto
4. M. Dakes 29. B. Eddy

5, H. Edelman 30, . Fishon
6. L. Forester @ R. Griffin

7. ). Galt 32. B. Hebert
8. L Hall 33. C. Joyce
Q. R. Iy 34, S. Kane
10. A. Janosy 35. C. lace
11. J. Kettlewell 36. M. Montanari
12. L lack 37. B. Nicolet
(3. B. Masfrianni @38, T Opifz
4. K. Nolte 39. J. Portnoy
15. N. O'Hara 40. G. Queto
16. T. Piekarz 41. A. Ryan
azy J. Quint 42. S. Singlefon
18, M. Riggi @3, L. Tower
19. M. Solomons 44. V. Vaccaro
20. S. Thompson a5, B. Wilmot
@21, C. VanVWagner @6, D. Abraham
22. R. Walsh 47. V. Brusser
@23, J. Yepsen 48. O. Crampfon
@24, M. Zimmerman 49. R. Davis
25. A. Arnold 50, C. Eldred



find atwo-digit combination between 1 and 50. For
this example, suppose that we began with the first
number in the random number table of Table 9.2
(p. 208), which is 46. The person corresponding to
that number, D. Abraham, isthe first person selected
to participate in the study. Number 05, H. Edelman,
is the second selection, and number 23, J. Yepsen,
is the third. This process would continue until 20
participants are chosen. The selected elements are
circled in Table 12.3.

Clearly, asample selected randomly in thisfash-
ion is not subject to biases. Although there is no
guarantee that a random sample will be representa-
tive, random selection ensures that differences in
the attributes of the sample and the population are
purely a function of chance. The probability of
selecting a deviant sample decreases as the size of
the sample increases.

Simple random sampling tends to be laborious.
Developing a sampling frame, numbering all ele-
ments, and selecting elements are time-consuming
chores, particularly if the population islarge. Imag-
ine enumerating all the telephone subscribers listed
inthe New York City telephone directory! In actual
practice, smple random sampling is not used fre-
quently because it is relatively inefficient. Further-
more, it is not always possible to get a listing of
every element in the population, so other methods
may be required.

Example of a simple random sample: Lipman
and colleagues (2009) documented nurses’ practices
in an urban children’s hospital with regard fo whether
children’s height was measured and plotted on growth
charts. Using a random numbers table, a simp?e ran-
dom sample of 200 hospital charts was selected

or review.

Stratified Random Sampling

In stratified random sampling, the population is
first divided into two or more strata. As with quota
sampling, the aim is to enhance representativeness.
Stratified sampling designs subdivide the population
into homogeneous subsets (e.g., based on gender or
illness severity categories) from which an appropri-
ate number of elements are selected at random.
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One difficulty with stratification is that the strat-
ifying attributes must be known in advance and may
not be readily discernible. Patient listings, student
rosters, or organizational directories may contain
information for meaningful stratification, but many
lists do not. Quota sampling does not have the same
problem because researchers can ask people ques-
tions that determine their eligibility for a particular
stratum. In stratified sampling, however, a person’s
status in a stratum must be known before random
selection.

The most common procedure for drawing a strat-
ified sample is to group together elements belong-
ing to a stratum and to select randomly the desired
number of elements. To illustrate, suppose that the
list in Table 12.3 consisted of 25 men (numbers 1
through 25) and 25 women (numbers 26 through 50).
Using gender as the stratifying variable, we could
guarantee a sample of 10 men and 10 women by
randomly sampling 10 numbers from the first half
of thelist and 10 from the second half. Asit turnsout,
our simple random sampling did result in 10 elements
being chosen from each half of thelist, but thiswas
purely by chance. It would not have been unusual
to draw, say, 8 names from one half and 12 from
the other. Stratified sampling can guarantee the
appropriate representation of different population
segments.

Stratification usually divides the population into
unequal subpopulations. For example, if the per-
son's race were used to stratify the population of
U.S. citizens, the subpopulation of white people
would be larger than that of nonwhite people. We
might select participantsin proportion to the size of
the stratum in the population, using proportionate
stratified sampling. If the population was students
inanursing school that had 10% African American,
10% Hispanic, 10% Asian, and 70% white students,
then a proportionate stratified sample of 100 students,
with race/ethnicity asthe stratifying variable, would
consist of 10, 10, 10, and 70 students from the
respective strata.

Proportionate sampling may result in insufficient
numbers for making comparisons among strata. In
our example, we would not be justified in drawing
conclusions about Hispanic nursing students based
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on only 10 cases. For this reason, researchers may
use dispropor tionate sampling when comparisons
are sought between strata of greatly unequal size.
In the example, the sampling proportions might be
altered to select 20 African American, 20 Hispanic,
20 Asian, and 40 white students. This design would
ensure a more adequate representation of the three
racial/ethnic minorities. When disproportionate sam-
pling is used, however, it is necessary to make an
adjustment to arrive at the best estimate of overall
population values. This adjustment, called weight-
ing, is a simple mathematic computation described
in textbooks on sampling.

Stratified random sampling enables researchers
to sharpen the representativeness of their samples.
When it is desirable to obtain reliable information
about subpopulations whose memberships are small,
stratification provides a means of including a suffi-
cient number of cases in the sample by oversam-
pling for that stratum. Stratified sampling, however,
may be impossible if information on the critical
variables is unavailable. Furthermore, a stratified
sample requires even more labor and effort than
simple random sampling because the sample must
be drawn from multiple enumerated listings.

Example of stratified random sampling:
Ekwall and Hallberg (2007) studied caregiver satis-
faction among informal older caregivers who partici-
pated in a mail survey in Sweden. The sample was
stratified on the basis of age. Questionnaires were
mailed to 2,500 elders aged 75 to 79, 2,500
elders aged 80 to 84, 2,000 elders aged 85 to
89, and 1,500 elders aged 90 and over.

Multistage Cluster Sampling

For many populations, it isimpossible to get alisting
of al elements. For example, the population of full-
time nursing students in the United Kingdom would
be difficult to list and enumerate for the purpose of
drawing asmple or gratified random sample. Large-
scale surveys—especidly ones involving persona
interviews—almost never use smple or sratified
random sampling; they usualy rely on multistage
sampling, beginning with clusters.
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Cluster sampling involves selecting broad
groups (clusters) rather than selecting individuals,
and is typicaly the first stage of a multistage
approach. In drawing a sample of nursing students,
we might first draw a random sample of nursing
schools and then draw a sample of students from the
selected schools. The usual procedure for selecting
samples from a general population in the United
Statesisto sample successively such administrative
units as census tracts, then households, and then
household members. The resulting design can be
described in terms of the number of stages (e.g.,
three-stage sampling). Clusters can be selected
either by ssimple or stratified methods. For instance,
in selecting clusters of nursing schools, it may be
advisable to stratify on program type.

For a specified number of cases, multistage
sampling tends to be less accurate than simple or
stratified random sampling. Yet, multistage sam-
pling ismore practical than other types of probabil-
ity sampling, particularly when the population is
large and widely dispersed.

Example of multistage sampling: Callaghan
and colleagues (2010) studied selfefficacy and
exercise be%wovior in a large sample of Chinese stu-
dents. High schools Were%irsf sampled, with strafifi-
cation based on geographic location. Students were
subsequently sampled from the selected high schools.

Systematic Sampling

Systematic sampling involves selecting every kth
case from a list, such as every 10th person on a
patient list or every 25th person on a student roster.
Systematic sampling is sometimes used to sample
every kth person entering a store, or passing down
the street, or leaving a hospital, and so forth. In
such situations, unless the population is narrowly
defined as all those people entering, passing by, or
leaving, the sampling is essentially a sample of
convenience.

Systematic sampling can, however, be applied
so that an essentially random sample is drawn. If
we had alist (sampling frame), the following pro-
cedure could be adopted. The desired sample size



is established at some number (n). The size of the
population must be known or estimated (N). By
dividing N by n, the sampling interval width (K) is
established. The sampling interval is the standard
distance between sampled elements. For instance,
if we wanted a sample of 200 from a population
of 40,000, then our sampling interval would be as
follows:

40,000
~ 200

In other words, every 200th element on the list
would be sampled. The first element should be
selected randomly. Suppose that we randomly
selected number 73 from a random number table.
People corresponding to numbers 73, 273, 473, and
so on would be sampled. Alternatively, we could
randomly select a number from 1 to the number of
elementslisted on apage, and then randomly select
every kth unit on al pages (e.g., number 38 on
every page).

Systematic sampling conducted in this manner
yields essentialy the same results as simple random
sampling, but involves less work. Problems would
ariseif thelist were arranged in such away that acer-
tain type of element is listed at intervals coinciding
with the sampling interval. For instance, if every 10th
nurse listed in anursing staff roster was a head nurse
and the sampling interval was 10, then head nurses
would either dways or never be included in the sam-
ple. Problems of this type are rare, fortunately. Sys-
tematic sampling may be preferred to simple random
sampling because similar results are obtained in a
more efficient manner. Systematic sampling can aso
be applied to lists that have been stratified.

k =200

Example of a systematic sample: Houghton
and colleagues (2008) surveyed nurse anesthetists
about their pracfices and attitudes regarding smoking
infervention. Using the membership list of the American
Associafion of Nurse Anesthetists, every 30th name
in the alphabetized list was selected for the sample.

Evaluation of Probability Sampling

Probability sampling is the best method of obtaining
representative samples. If all the elementsin a popu-
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lation have an equal probability of being selected,
then the resulting sampleislikely to do agood job of
representing the population. A further advantage is
that probability sampling alows researchers to esti-
mate the magnitude of sampling error. Sampling
error refersto differences between population values
(such as the average age of the population) and sam-
ple values (such as the average age of the sample).

The great drawback of probability sampling is
its impracticality. It is beyond the scope of most
studies to involve a probability sample, unless the
population is narrowly defined—and if it is narrowly
defined, probability sampling may be “overkill.”
Probability sampling is the preferred and most
respected method of obtaining sample elements,
but is often unfeasible.

:) T 1P : The quality of the sampling plan is of particular impor-
tance in survey research, because the purpose of surveys is o obtain
information about the prevalence or average values for a population.
All national surveys, such as the National Health Interview Survey in
the United States, use probability samples (usually multistage duster
samples). Probability samples are rarely used in experimental and
quasi-experimental studies, in part because the main focus of such
inquiries is on between-group differences rather than absolute values
for a population.

SAMPLE SIZE IN
QUANTITATIVE
STUDIES

Quantitative researchers need to pay attention to
the number of participants needed to achieve statis-
tical conclusion validity. A procedure called power
analysis (Cohen, 1988) can be used to estimate
sample size needs, but some statistical knowledge
is needed before this procedure can be explained.
In this section, we offer guidelines to beginning
researchers, advanced students can read about
power analysis in Chapter 17 or in a sampling or
statistics textbook (e.g., Palit, 2010).

Sample Size Basics

There are no simple formulas that can tell you how
large asample you will need in agiven study, but as
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a general recommendation, you should use the
largest sample possible. The larger the sample, the
more representative of the population it is likely to
be. Every time researchers calculate a percentage
or an average based on sample data, they are esti-
mating a population value. Smaller samplestend to
produce less precise estimates than larger ones. In
other words, the larger the sample, the smaller the
sampling error.

Let usillustrate thiswith an example of monthly
aspirin consumption in a nursing home (Table
12.4). The population consists of 15 residents
whose aspirin consumption averages 16.0 aspirins
per month, as shown in the top row of the table.
Eight simple random samples—two each with
sample sizes of 2, 3, 5, and 10—have been drawn.
Each sample average represents an estimate of the
population average (i.e., 16.0). With a sample size
of two, our estimate might have been wrong by as
many as eight aspirins (sample 1B, average of
24.0), which is 50% greater than the population
value. As the sample size increases, the averages
get closer to the true population value, and the dif-
ferencesin the estimates between samplesA and B

TABLE 12.4

get smaller as well. As sample size increases, the
probability of getting a markedly deviant sample
diminishes. Large samples provide an opportunity
to counterbal ance atypical values. In the absence of
a power analysis, the safest procedure is to obtain
datafrom aslarge a sample asisfeasible.

Large samples are no assurance of accuracy,
however. When nonprobability sampling methods
are used, even alarge sample can harbor extensive
bias. The famous example illustrating this point is
the 1936 American presidential poll conducted by
the magazine Literary Digest, which predicted
that Alfred M. Landon would defeat Franklin D.
Roosevelt by a landdlide. About 2.5 million indi-
viduals participated in this poll—a substantial sam-
ple. Biasesresulted from the fact that the sample was
drawn from telephone directories and automobile
registrations during a depression year when only the
well-to-do (who preferred Landon) had acar or tele-
phone. Thus, a large sample cannot correct for a
faulty sampling design. Nevertheless, a large non-
probability sampleis preferable to asmall one.

Because practical constraints such astime, partic-
ipant cooperation, and resources often limit sample

Comparison of Population and Sample Values and Averages:
Nursing Home Aspirin Consumption Example

NUMBER OF INDIVIDUAL DATA VALUES
PEOPLE IN (NUMBER OF ASPIRINS
GROUP GROUP CONSUMED, PRIOR MONTH) AVERAGE
15 Population 2,4,6,8,10,12, 14,16, 18, 20, 22, 24, 26, 28, 30 16.0
2 Sample TA 6, 14 10.0
2 Sample 1B 20, 28 24.0
3 Sample 2A 16, 18, 8 14.0
3 Sample 2B 20, 14, 26 20.0
5 Sample 3A 26, 14, 18, 2, 28 17.6
5 Sample 3B 30, 2, 26, 10, 4 14.4
10 Sample 4A 22, 16, 24, 20, 2, 8, 14, 28, 20, 4 15.8
10 Sample 4B 12,18, 8,10, 16, 6, 28, 14, 30, 22 16.4



size, many nursing studies are based on relatively
small samples. Most nursing studies use samples of
convenience, and many are based on samples that
are too small to provide an adeguate test of the
research hypotheses. Quantitative studies usually
are based on samples of fewer than 200 partici-
pants, and many have fewer than 100 people (e.g.,
Polit & Sherman, 1990; Polit & Gillespie, 2009).
Power analysis is not done routinely by nurse
researchers, and research reports often offer no jus-
tification for sample size. When samples are too
small, quantitative researchers run the risk of gath-
ering data that will not support their hypotheses,
even when their hypotheses are correct, thereby
undermining statistical conclusion validity.

Factors Affecting Sample Size
Requirements in Quantitative Research

Sample size requirements are affected by various
factors, some of which we discuss in this section.

Effect Size

Power analysis builds on the concept of an effect
size, which expresses the strength of relationships
among research variables. If there is reason to
expect that the independent and dependent variables
will be strongly related, then arelatively small sam-
ple may be adequate to reveal therelationship statis-
ticaly. For example, if we were testing a powerful
new drug to treat AIDS, it might be possible to
demonstrate its effectiveness with a small sample.
Typicaly, however, nursing interventions have
modest effects, and variables are usually only mod-
erately correlated with one another. When there is
no a priori reason for believing that relationships
will be strong, then small samples are risky.

Homogeneity of the Population

If the population isrelatively homogeneous, asmall
sample may be adequate. The greater the variability,
the greater is the risk that a small sample will not
adequately capture the full range of variation. For
most nursing studies, it is probably best to assume a
fair degree of heterogeneity, unlessthereis evidence
from prior research to the contrary.
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Cooperation and Attrition

In most studies, not every one invited to participate
in astudy agreesto do so. Therefore, in developing
asampling plan, it is good to begin with arealistic,
evidence-based estimate of the percentage of people
likely to cooperate. Thus, if your targeted sample
size is 200 but you expect a 50% refusal rate, you
would have to recruit 400 or so eligible people.

In studies with multiple points of data collection,
the number of participants usually declines over
time. Attrition is most likely to occur if thetimelag
between data collection pointsis great, if the popu-
lation is mobile, or if the population is at risk of
death or disability. If the researcher has an ongoing
relationship with participants (as might be true in
clinical studies), then attrition might be low—abut it
israrely 0%. Therefore, in estimating sample size
needs, researchers should factor in anticipated loss
of participants over time.

Attrition problems are not restricted to longitu-
dinal studies. Peoplewho initially agreeto cooperate
in astudy may be subsequently unable or unwilling
to participate for various reasons, such as death,
deteriorating health, early discharge, discontinued
need for an intervention, or simply a change of
heart. Researchers should expect a certain amount
of participant loss and recruit accordingly.

:) TP : Polit and Gillespie (2009) found, in a sample of over
100 nursing RCTs, that the average participant loss was 12.5% for
studies with follow-up data collection between 31 and 90 days after
baseline, and was 18% when the final data collection was more than
6 months after baseline.

Subgroup Analyses

Researchers sometimes wish to test hypotheses not
only for an entire population, but also for subgroups.
For example, we might be interested in assessing
whether a structured exercise program is effective
in improving infants motor skills. After testing
the general hypothesis with a sample of infants, we
might wish to test whether the intervention is more
effective for certain infants (e.g., low-birth-weight
versus normal-birth-weight infants). When asample
is divided to test for subgroup effects, the sample
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must be large enough to support analyses with such
divisions of the sample.

Sensitivity of the Measures

Instruments vary in their ability to measure key
concepts precisely. Biophysiologic measures are
usually very sensitive—they measure phenomena
accurately, and can make fine discriminations in
values. Psychosocial measures often contain some
error and lack precision. When measuring tools are
imprecise and susceptible to errors, larger samples
are needed to test hypotheses adequately.

:) T 1P : Herizog (2008) has offered guidance on estimating
sample size needs for pilot studies.

IMPLEMENTING A
SAMPLING PLAN IN
QUANTITATIVE
STUDIES

This section provides some practical guidance about
implementing a sampling plan.

Steps in Sampling in Quantitative Studies

The steps to be undertaken in drawing asample vary
somewhat from one sampling design to the next, but
agenerd outline of procedures can be described.

1. Identify the population. You should begin with
aclear idea about the target population to which
you would like to generdize your results. Unless
you have extensive resources, you are unlikely
to have access to the entire target population,
so you will also need to identify the population
that is accessible to you. Researchers some-
times begin by identifying an accessible popu-
lation, and then decide how best to characterize
the target population.

2. Specify the eligibility criteria. The criteria for
eligibility in the sample should then be spelled
out. The criteria should be as specific as possi-
ble with regard to characteristics that might
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exclude potential participants (e.g., extremes
of poor health, inability to read English). The
criteria might lead you to redefine your target
popul ation.

3. Specify the sampling plan. Once the accessible
population has been identified, you must decide
(& the method of drawing the sample and
(b) how large it will be. Sample size specifica-
tions should consider the aspects of the study
discussed in the previous section. If you can
perform apower analysisto estimate the needed
number of participants, we highly recommend
that you do so. Similarly, if probability sam-
pling is a viable option, that option should be
exercised. If you are not in a position to do
either, we recommend using as large a sample
as possible and taking steps to build represen-
tativeness into the design (e.g., by using quota
or consecutive sampling).

4. Recruit the sample. Once the sampling design
has been specified, the next step is to recruit
prospective participants according to the plan
(after any needed institutional permissions
have been obtained) and ask for their coopera-
tion. Issues relating to participant recruitment
are discussed next.

Sample Recruitment

Recruiting people to participate in a study involves
two major tasks: identifying eligible candidates and
persuading them to participate. Researchers may
need to spend time early in the project deciding the
best sources for recruiting potential participants.
Researchers must ask such questions as, Where do
large numbers of people matching my population
construct live or obtain care? Will | have direct
access to people, or will | need to work through
gatekeepers? Will there be sufficiently large numbers
in one location, or will multiple sites be necessary?
During the recruitment phase, it may be necessary
to develop a screening instrument, which is a
brief interview or form that allows researchers to
determine whether a prospective participant meets
all eligibility criteriafor the study.



The next task involves gaining the cooperation
of people who have been deemed eligible. It is
critical to have an effective recruitment strategy.
Many people, given the right circumstances, will
agree to cooperate, but—especially in interven-
tion research—some are hesitant. Researchers
should ask themselves, What will make this
research experience enjoyable, worthwhile, con-
venient, pleasant, and nonthreatening for people?
Researchers have control over such influential
factors as the following:

¢ Recruitment method. Face-to-face recruitment
is usually more effective than solicitation by a
telephone call, letter, or email.

e Courtesy. Successful recruitment depends on
using recruiters who are pleasant, courteous,
and enthusiastic about the study. Cooperation
sometimes is enhanced if the recruiters’ charac-
teristics are similar to those of prospective
participants—particularly with regard to gen-
der, race, and ethnicity.

¢ Persistence. Although high-pressure tactics are
never acceptable, persistence may sometimes
be needed. When prospective participants are
first approached, their initial reaction may be to
decline if they are taken off guard. If a person
hesitates or gives an equivocal answer at the
first attempt, recruiters should ask if they could
come back at alater time.

Incentives. Gifts and monetary incentives have

been found to have a substantial effect on

participation (Edwards et al., 2009).

Benefits. The benefits of participating to the

individual and to society should be explained,

without exaggeration or misleading information.

Sharing results. Sometimes it is useful to pro-

vide people with tangible evidence of their con-

tribution to the study by offering to send them a

brief summary of the study results.

e Convenience. Every effort should be made to
collect data at atime and location that is conve-
nient for participants. In some cases, this may
mean making arrangements for transportation
or for the care of young children.
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¢ Endorsements. It may be valuable to have the
study endorsed by a person or organization that
has prospective participants confidence, and to
communicate this to them. Endorsements might
come from theinstitution serving asthe research
setting, a funding agency, or a respected com-
munity group or person, such as a church leader.
A statement of university sponsorship has
positive effects of participation (Edwards et al.,
2009). Press releases in advance of recruitment
may be advantageous.

¢ Assurances. Prospective subjects should be told
who will see the data, what use will be made
of the data, and how confidentiality will be
maintai ned.

The issue of participant recruitment—and
retention—has received considerable attention in
recent years. There are numerous articles on
strategies for, and barriers to, recruiting from
minority or vulnerable populations (e.g., Russell
et al., 2008; Topp et a., 2008; UyBico et a.,
2007; Webb et al., 2009), which is a particularly
important issue for those interested in health dis-
parities research. Guidance also is available with
regard to participant recruitment for RCTs (e.g.,
Berger et a., 2007; Gul & Ali, 2010; Leathem
et a., 2009). In the United States, researchers
should be aware of potential recruitment difficul-
ties that have arisen within the context of the
Health Insurance Portability and Accountability
Act or HIPAA (Wipke-Tevis & Pickett, 2008).

:) T 1P : Participant recruitment often proceeds at a slower pace
than researchers anticipate. Once you have determined your sample
size needs, it is useful fo develop contingency plans for recruiting
more people, should the initial plan prove overly optimistic. For
example, a contingency plan might involve relaxing the eligibility
criteria, identifying another institution through which participants
could be recruited, offering incentives to make participation more
atiractive, or lengthening the recruitment period. When such plans
are developed at the outset, it reduces the likelihood that you will
have to settle for a less-than-desirable sample size.
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Generalizing From Samples

Ideally, the sample is representative of the accessi-
ble population, and the accessible population is
representative of the target population. By using an
appropriate sampling plan, researchers can be rea
sonably confident that the first part of thisideal has
been realized. The second part of the ideal entails
greater risk. Are diabetic patients in Atlanta repre-
sentative of diabetic patients in the United States?
Researchers must exercise judgment in assessing
the degree of similarity.

Thebest adviceisto berealistic and conservative,
and to ask challenging questions: Isit reasonable to
assume that the accessible population is representa-
tive of the target population? In what ways might
they differ? How would such differences affect the
conclusions? If differences are great, it would be
prudent to specify a more restricted target popula-
tion to which the findings could be meaningfully
generalized.

Interpretations about the generalizability of find-
ings can be enhanced by comparing sample charac-
teristics with population characteristics, when thisis
possible. Published information about the character-
istics of many populationsmay be availableto helpin
evaluating sampling bias. For example, if you were
studying low-income children in Chicago, you could
obtain information on the Internet about salient char-
acterigtics (e.g., race/ethnicity, age distribution) of
low-income American children from the U.S. Bureau
of the Census. Population characteristics could then
be compared with sample characteristics, and differ-
ences taken into account in interpreting the findings.
Sousa and colleagues (2004) provide suggestions for
drawing conclusions about whether a convenience
sampleis representative of the population.

Example of comparison of characteristics:
Giriffin and colleagues (2008) conducted a survey of
over 300 pediatric nurses, whose names had been
randomly sampled from a list of 9,000 nurses who
subscribed to pediatric nursing journals. Demographic
characteristics of the sample (e.g., gender, race/
ethnicity, educational background) were compared
with characteristics of a nationally representative sample
of nurses who participated in a government survey.
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CRITIQUING
SAMPLING PLANS

In coming to conclusions about the quality of evi-
dence that a study yields, you should carefully scru-
tinize the sampling plan. If the sample is seriously
biased or too small, the findings may be misleading
or just plain wrong.

You should consider two issues in your critique
of astudy’s sampling plan. The first is whether the
researcher adequately described the sampling strat-
egy. |dedlly, research reports should include adescrip-
tion of the following:

e The type of sampling approach used (e.g., con-
venience, simple random)

e The study population and eligibility criteriafor
sample selection

e The number of participants and a rationale for
the sample size, including whether a power
analysis was performed

e A description of the main characteristics of sam-
ple members (e.g., age, gender, medical condi-
tion, and so forth) and, ideally, of the population

e The number and characteristics of potential par-
ticipants who declined to participate in the study

If the description of the sample is inadequate,
you may hot be in a position to deal with the sec-
ond and principal issue, which is whether the
researcher made good sampling decisions. And, if
the description is incomplete, it will be difficult to
draw conclusions about whether the evidence can
be applied in your clinical practice.

Sampling plans should be scrutinized with
respect to their effects on the construct, internal,
external, and statistical conclusion validity of the
study. If a sample is small, statistical conclusion
validity will likely be undermined. If the eligibility
criteria are restrictive, this could benefit internal
validity—but possibly to the detriment of construct
and external validity.

We have stressed that a key criterion for assess-
ing the adequacy of a sampling plan in quantitative
research is whether the sample is representative of
the population. You will never know for sure, but if
the sampling strategy is weak or if the sample size
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BOX 12.1 Guidelines for Critiquing Quantitative Sampling Designs

1. Is the study population identified and described? Are eligibility criferia specified? Are the sample selection

procedures clearly delineated?

2. Do the sample and population specifications support an inference of construct validity with regard to the

population consfruct?

3. What type of sampling plan was used2 Would an alternative sampling plan have been preferable? Was
the sampling plan one that could be expected fo yield a representative sample?

4. If sampling was strafified, was a useful stratification variable selected? If a consecutive sample was used,
was the fime period long enough to address seasonal or temporal variation?

5. How were people recruited info the sample? Does the method suggest potential biases?

6. Did some factor other than the sampling plan (e.g., a low response rate) affect the representativeness of

the sample?

7. Are possible sample biases or weaknesses identified by the researchers themselves?
8. Are key characteristics of the sample described [e.g., mean age, percent female)2
9. Is the sample size sufficiently large to support stafistical conclusion validity? VWas the sample size justified

on the basis of a power analysis or other rationale?

10. Does the sample support inferences about external validity? To whom can the study results reasonably be

generalized?

issmall, thereisreason to suspect some bias. When
researchers adopt a sampling plan in which therisk
for bias is high, they should take steps to estimate
the direction and degree of this bias so that readers
can draw some informed conclusions.

Even with a rigorous sampling plan, the sample
may be biased if not all peopleinvited to participate
in a study agree to do so—which is almost always
the case. If certain segments of the population
refuse to participate, then a biased sample can
result, even when probability sampling is used.
Research reports ideally should provide informa-
tion about response rates (i.e., the number of peo-
ple participating in astudy relative to the number of
people sampled), and about possible nonresponse
bias—differences between participants and those
who declined to participate (also sometimes
referred to as response bias). In longitudina stud-
ies, attrition bias should be reported.

Quantitative researchers make decisions about
the specification of the population as well as the
selection of the sample. If the target population is
defined broadly, researchers may have missed oppor-
tunitiesto control confounding variables, and the gap
between the accessible and the target population

may be too great. One of your jobs asreviewer is to
come to conclusions about the reasonableness of
generalizing the findings from the researcher’s
sample to the accessible population and from the
accessible population to a broader target population.
If the sampling plan is seriously flawed, it may be
risky to generalize the findings at all without repli-
cating the study with another sample.

Box 12.1 presents some guiding questions
for critiquing the sampling plan of a quantitative
research report.

00000000000000000
RESEARCH EXAMPLE

In this section, we describe in some detail the sam-
pling plan of a quantitative nursing study.

Studies: (1) Quality and strength of patient safety cli-
mate on medical—surgical units (Hughes et al., 2009);
(2) Organizational effects on patient satisfaction in
hospital medical—surgical units (Bacon & Mark,
2009); and (3) Nurse staffing and medication errors:
Cross-sectional or longitudinal relationships? (Mark
& Belyea, 2009).
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Purpose: Barbara Mark, with funding from NINR,
launched a large multisite study called the Outcomes
Research in Nursing Administration Project-11 (ORNA-
I1). The overal purpose was to investigate relation-
ships of hospital context and structure on the one hand
and patient, nurse, and organization outcomes on the
other. Data from this project have been used in
numerous studies, three of which are cited here.

Design: The project was designed as a prospective cor-
relational study, with data collected in 2003 and
2004.

Sampling Plan: Sampling was multistaged. In the first
stage, 146 acute care hospitalswere randomly selected
from alist of hospitals accredited by the Joint Com-
mission on Accreditation of Health Organizations. To
be included, hospitals had to have at least 99 licensed
beds. Hospitals were excluded if they were federal,
for-profit, or psychiatric facilities. Then, from each
selected hospital, two medical, surgical, or medical—
surgical unitswere selected to participate in the study.
Units were excluded if they were critical care, pedi-
atric, obstetric, or psychiatric units. Among hospitals
with only two eligible units, both participated. Among
hospitals with more than two eligible units, an on-site
study coordinator selected two to participate. Ulti-
mately, 281 nursing unitsin 143 hospital s participated
in the study. Data from each hospital were gathered in
three rounds of data collection over a 6-month period.
On each participating unit, all RNs with more than
3 months of experience on that unit were asked to
respond to three sets of questionnaires. The response
rates were 75% of nurses at Time 1 (4,911 nurses),
58% at Time 2 (3,689 nurses), and 53% at Time 3
(3,272 nurses). Patients were a so invited to participate
at Time 3. Ten patients on each unit were randomly
selected to complete a questionnaire. Patients were
included if they were 18 years of age or older, had
been hospitalized for at least 48 hours, were able to
speak and read English, and were not scheduled for
immediate discharge. A total of 2,720 patients partic-
ipated, and the response rate was 91%.

Key Findings:
® Nurses in Magnet hospitals were more likely to

communicate about errors and participate in error-
related problem solving (Hughes et & ., 2009)

e Greater availability of nursing unit support services
was associated with higher levels of patient satis-
faction (Bacon & Mark, 2009)

* Nurse staffing was unrelated to medication errors
(Mark & Belyea, 2009)

SUMMARY POINTS

Sampling isthe process of selecting a portion of
the population, which is an entire aggregate of
cases. An element is the basic population unit
about which information is collected—usually
humans in nursing research.

Eligibility criteria are used to establish popula-
tion characteristics and to determine who could
participate in a study—either who can beincluded
(inclusion criteria) or who should be excluded
(exclusion criteria). Care must be taken to
specify eligibility criteria so as to maximize the
construct validity of the population construct.
Researchers usualy sample from an accessible
population, but should identify the target pop-
ulation to which they want to generalize their
results.

A sample in a quantitative study is assessed in
terms of representativeness—the extent to which
the sampleis similar to the population and avoids
bias. Sampling biasrefersto the systematic over-
representation or under-representation of some
segment of the population.

Methods of nonprobability sampling (wherein
elements are selected by nonrandom methods)
include convenience, quota, consecutive, and
purposive sampling. Nonprobability sampling
designs are practical but usually have strong
potential for bias.

Convenience sampling uses the most readily
available or convenient group of people for the
sample. Snowball sampling is a type of conve-
nience sampling in which referrals for potential
participants are made by those aready in the
sample.

Quota sampling divides the population into
homogeneous strata (subpopulations) to ensure
representation of subgroups; within each stratum,
people are sampled by convenience.
Consecutive sampling involves taking all of the
people from an accessible population who meet
the eligibility criteria over aspecific timeinterval,
or for a specified sample size.



¢ Inpurposive sampling, elements are handpicked
to be included in the sample based on the
researcher’s knowledge about the population.

e Probability sampling designs, which involve
the random selection of elements from the popu-
lation, yield more representative samples than
nonprobability designs and permit estimates of
the magnitude of sampling error.

e Simple random sampling involves the random
selection of elementsfrom asampling frame that
enumerates all the elements; stratified random
sampling divides the population into homoge-
neous strata from which elements are selected at
random.

e Cluster sampling involves sampling of large units.
In multistage sampling, there is a successive,
multistaged selection of random samples from
larger units (clusters) to smaller units (individu-
as) by either simple random or stratified random
methods.

e Systematic sampling is the selection of every
kth case from a list. By dividing the population
size by the desired sample size, the researcher
establishes the sampling interval, which is the
standard distance between the selected elements.

¢ |n quantitative studies, researchers should use a
power analysis to estimate sample size needs.
Large samples are preferable to small ones
because larger samples enhance statistical con-
clusion validity and tend to be more representa-
tive, but even large samples do not guarantee
representativeness.

STUDY ACTIVITIES

Chapter 12 of the Resource Manual for Nursing
Research: Generating and Assessing Evidence for
Nursing Practice, 9th edition, offers exercises and
study suggestions for reinforcing concepts pre-
sented in this chapter. In addition, the following
study questions can be addressed:

1. Answer relevant questions from Box 12.1 with
regard to sampling plan for the ORNA studies,
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described at the end of the chapter. Also con-
sider the following additiona questions: (a) How
many stages would you say were involved in
the sampling plan? (b) What are some of the
likely sources of sampling bias in the fina
sample of 3,272 nurses?

2. Use the table of random numbers in Table 9.2
to select 10 names from the list of people in
Table 12.3. How many names did you draw
from thefirst 25 names and from the second 25
names?
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Q uantitative researchers collect data in a

structured manner. Both the people collect-
ing the data and the study participants are con-
strained during the collection of structured data.
Constraints are imposed so that there is consistency
in what is asked and how answers are reported, in
an effort to enhance objectivity, reduce biases, and
facilitate analysis. Major methods of collecting
structured data are discussed in this chapter. We
begin by discussing broad planning issues.

DEVELOPING A DATA
COLLECTION PLAN

Data collection plans for quantitative studies ide-
aly yield accurate, valid, and meaningful data.
Thisis achallenging goal, typically requiring con-
siderable time and effort to achieve. Stepsin devel-
oping a data collection plan are described in this
section. (A flowchart illustrating the sequence of
steps is available in the Toolkit of the accompany-
ing Resource Manual. ©.")

Identifying Data Needs

Researchers usually begin by identifying the types
of data needed for their study. Advance planning
may help to avoid “if only” disappointments at the

Data Collection in
Quantitative Research

analysis stage. In quantitative studies, researchers
may need data for the following purposes:

1. Testing hypotheses or addressing research
guestions. Researchers must include one or
more measures of all key variables. Multiple
measures of some variables may be needed if a
variable is complex or if there is an interest in
corroboration and triangulation.

2. Describing sample characteristics. Informa-
tion should be gathered about major demo-
graphic and health characteristics of the sample.
We advise gathering data about participants
age, gender, race or ethnicity, and education
(or income). This information is critical in
interpreting results and understanding the pop-
ulation to whom findings can be generalized.
If the sample includes participants with a health
problem, data on the nature of that problem
also should be gathered (e.g., severity, treat-
ments, time since diagnosis).

:) T 1P : Asking demographic questions in the right

way is more difficult than you might think. Because the need

to collect information about sample characteristics is nearly universal,
we have included a demographic form and guidelines in the Toolkit of
the accompanying Resource Manual. The demographic questionnaire
can be adapted as needed.

293
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3. Controlling confounding variables. Various
approaches can be used to control confound-
ing variables, many of which require measur-
ing those variables. For example, for analysis
of covariance, variables that are statistically
controlled must be measured.

4. Analyzing potential biases. Data that can help
the researcher to identify potential biases
should be collected. For example, researchers
should gather information that would help to
identify selection biasesin anonequivalent con-
trol group design or attrition biasesin RCTs.

5. Understanding subgroup effects. It is often
desirable to answer research questions for key
subgroups of participants. For example, we
may wish to know if a special intervention for
indigent pregnant women is equally effective
for primiparas and multiparas. In such a situa-
tion, we would need to collect data about the
participants’ childbearing history.

6. Interpreting results. Researchers should try to
anticipate aternative results, and then assess
what types of data would best help in interpret-
ing them. For example, if we hypothesized that
the presence of school-based clinics in high
schools would lower the incidence of sexualy
transmitted diseases among students but found
that the incidence remained constant after the
clinic opened, what type of information would
help us interpret this result (e.g., information
about the students frequency of intercourse,
number of partners, use of condoms, and so on)?

7. Assessing treatment fidelity. In intervention
studies, it is often useful to monitor treatment
fidelity and to assess whether the intended
treatment was actually received.

8. Obtaining administrative information. It is
usually necessary to gather administrative
data—for example, dates of data collection and
contact information in longitudinal studies.

The list of possible data needs may seem daunt-
ing, but many categories overlap. For example, par-
ticipant characteristics for sample description are
often key confounding variables, or useful in creat-
ing subgroups. If time or resource constraints make
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it impossible to collect the full range of variables,
then researchers should prioritize data needs.

:) TP : In prioritizing data needs, it may be useful to

develop a matrix so that decisions about data collection sirat-

egies can be made in a systematic way. Such a matrix can help to
identify “holes” and redundancies. The matrix might contain such col-
umn headings as variable name, purpose (e.g., from the above list),
name of instrument o be used, and data quality. A partial example of
such a matrix is included in the Toolkit of the Resource Manual for
you to use and adapt. A conceptual map (Chapter 6) is also a useful
tool in identifying data needs.

Selecting Types of Measures

After data needs have been identified, the next step
is to select a data collection method (e.g., self-
report, records) for each variable. In reviewing data
needs, researchers should determine how best to
capture each variable in terms of its conceptual or
theoretical definition. It is not unusual to combine
self-reports, observations, physiologic, or records
datain a single study.

Research needs are not the only factors that
drive decisions about data collection methods. The
decisions must also be guided by ethical considera-
tions (e.g., whether covert data collection is war-
ranted), cost constraints, availability of assistantsto
help with data collection, and other issues dis-
cussed in the next section. Data collection is often
the costliest and most time-consuming portion of a
study. Because of this, researchers often have to
make a number of compromises about the type or
amount of data collected.

Selecting and Developing Instruments

Once preliminary decisions have been made about
the data collection methods, researchers should
determine if there are instruments available for
measuring study variables, as will often be the
case. Potential data collection instruments should
then be assessed. The primary consideration is con-
ceptual relevance: Does the instrument correspond



to your conceptual definition of the variable?
Another important criterion is whether the instru-
ment will yield high-quality data. Approaches to
evaluating data quality are discussed in Chapter 14.
Additional factors that may affect your decisionsin
selecting an instrument are as follows:

1. Resources. Resource constraints sometimes pre-
vent the use of the highest-quality measures.
There may be some direct costs associated with
the measure (e.g., some psychological tests must
be purchased), but the biggest cost involves
compensation to data collectors if you cannot
do it single-handedly—that is, if you have to
hire interviewers or observers. In such a situa-
tion, the instrument’s administration time may
determine whether it is a viable option. Also, it
may be necessary to pay a participant stipend if
data collection procedures are burdensome.
Data collection costs should be carefully con-
sidered, especialy if the use of expensive meth-
ods means that you will be forced to cut costs
elsawhere (e.g., using asmaller sample).

2. Availability and familiarity. You may need to
consider how readily available or accessible
various instruments are, especialy biophysio-
logic ones. Similarly, data collection strategies
with which you have had experience are usu-
aly preferable to new ones because adminis-
tration is usually smoother and more efficient
in such cases.

3. Population appropriateness. Instruments must
be chosen with the characteristics of the target
population in mind. Characteristics of specia
importance include participants age and liter-
acy levels. If there is concern about partici-
pants' reading skills, it may be necessary to
calculate the readability of a prospective instru-
ment. If participantsinclude members of minor-
ity groups, you should strive to find instruments
that are culturally appropriate. If non—English-
speaking participants are included in the sam-
ple, then the selection of an instrument may be
based on the availability of atrandated version.

4. Norms and comparisons. It may be desirable
to select an instrument that has relevant norms.
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Norms indicate the “normal” values on the
measure for a specified population, and thus
offer a built-in comparison. Many standard-
ized scales (e.g., the SF-36 Hedth Survey
from the Medical Outcomes Study) have
norms. Similarly, it may be advantageous to
select an instrument because it was used in
other similar studies, thus providing useful
information for interpreting study findings.
When a study isan intentional replication, itis
often important to use the same instruments as
in the original study, even if higher-quality
measures are available.

5. Administration issues. Some instruments have
specia requirements that need to be consid-
ered. For example, obtaining information
about the developmental status of children
sometimes requires the skills of a professional
psychologist. Another administration issue is
that some instruments require or assume strin-
gent conditions with regard to the time of
administration, privacy of the setting, and so
on. In such a case, requirements for obtaining
valid measures must match attributes of the
research setting.

6. Reputation. Instruments designed to measure
the same construct often differ in the reputa-
tion they enjoy among specidlists in a field,
even if they are comparable with regard to
documented quality. Thus, it may be useful to
seek the advice of knowledgeable people,
preferably ones with personal, direct experi-
ence using the instruments.

If existing instruments are not suitable for some
variables, you may be faced with either adapting an
instrument or developing a new one. Creating a
new instrument should be a last resort, especially
for novice researchers, because it is challenging to
develop accurate and valid measuring tools. Chap-
ter 15 provides guidance on developing self-report
instruments.

If you are fortunate in identifying a suitable
instrument, your next step likely will be to obtain
written permission from the author to use it. In
general, copyrighted materials always require
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permission. Instruments that have been developed
under a government grant are usually in the public
domain, and so may not require permission. When
in doubt, it is best to obtain permission. By contact-
ing the instrument’s author for permission, you can
also request more information about the instrument
and its quality. (A sample letter requesting permis-
sion to use an instrument isin the Toolkit. @)

:) T 1P : Infinalizing decisions about instruments, it may be
necessary fo balance trade-offs between data quality and data quan-
tity (i.e., the number of instruments or questions). If compromises
have to be made, it is usually preferable to forego quantity.

Pretesting the Data Collection Package

Researchers who devel op a new instrument usually
subject it to rigorous pretesting so that it can be
evaluated and refined. Even when the data collec-
tion plan involves existing instruments, however, it
iswiseto conduct asmall pretest.

One purpose of apretest isto see how much time
it takes to administer the entire instrument package.
Typically, researchers use multiple instruments and
it may be difficult to estimate how long it will take to
administer the complete set. Time estimates may be
required for informed consent purposes, for devel-
oping abudget, or for assessing participant burden.

Pretests can serve many other purposes, includ-
ing the following:

e |dentifying parts of the instrument package that
are difficult for participants to read or under-
stand or that may have been misinterpreted

e |dentifying questions that participants find
objectionable or offensive

e Assessing whether the sequencing of questions
or instrumentsis sensible

e Evaluating training needs for data collectors

e Determining if the measures yield data with
sufficient variability

The last purpose requires explanation. For most
research questions, the instrumentsideally discrim-
inate among participants with different levels of an
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attribute. If we are asking, for example, whether
women experience greater depression than men
when they learn of a cancer diagnosis, we need an
instrument capable of distinguishing between peo-
ple with higher and lower levels of depression. If
an instrument yields data with limited variability,
then it will be impossible to detect a difference in
depression between men and women—even when
such a difference actually exists. Thus, researchers
should look at pretest variation on key research
variables. To pursue the example, if the entire
pretest sample looks very depressed (or not at all
depressed), it would probably be necessary to
pretest another instrument.

Example of pretesting: Nyamathi and colleagues
[2005) studie The pred\cfors of perceived health
stotus in a sample of 415 homeless adults with tuber
culosis. The sfudy involved collecting an extensive
array of dafa via selfreports. All ofghe instruments
had been previously tested with homeless people,
and many were prefested in group settings to defer-
mine clarity and sensitivity to the population.

Developing Data Collection
Forms and Procedures

After theinstrument packageisfinalized, researchers
face several administrative tasks, such as the devel-
opment of various forms (e.g., screening forms to
assess eligibility, informed consent forms, records of
attempted contacts with participants, logs for record-
ing the receipt of data). It is prudent to design forms
that are attractively formatted, legible, and inviting to
use, especidly if they are to be used by participants
themselves. Care should aso be taken to design
forms to ensure confidentiality. For example, identi-
fying information (e.g., names, addresses) is often
recorded on apage that can be detached and kept sep-
arate from other data.

:) T 1P : Whenever possible, try to avoid reinventing the wheel.
It is inefficient and unnecessary fo start from scraich— not only in
developing instruments but also in creating forms, fraining materials,
and so on. Ask seasoned researchers if they have materials you could
borrow or adapt.




In most quantitative studies, researchers develop
data collection protocols that spell out procedures
to be used in data collection. These protocols
describe such things as the following:

e Conditions that must be met for collecting the
data (e.g., Can others be present at the time of
data collection? Where must data collection
occur?)

e Specific procedures for collecting the data,
including requirements for sequencing multiple
instruments and recording information

¢ Information to provide participants who ask rou-
tine questions about the study (i.e., answers to
FAQs). Examples include the following: How
will the information from this study be used?
How did you get my name, and why are you ask-
ing me? How long will this take? Who will have
access to this information? Can | see the study
results? Whom can | contact if | have a com-
plaint?Will | be paid or reimbursed for expenses?

e Procedures to follow in the event that a partici-
pant becomes distraught or disoriented, or for
any other reason cannot complete the data
collection

Researchers also need to decide how to actually
gather, record, and manage their data. Technologi-
ca advances continue to offer new options. As
noted in Chapter 11, survey researchers are increas-
ingly using sophisticated computer programs to
facilitate collecting, recording, and encoding self-
report data (e.g., CATI, CAPI). Thelnternet isbeing
used to gather data from geographically dispersed
populations. Personal digital assistants (PDAS) and
audio-enhanced PDASs are also beginning to play a
role. Courtney and Craven (2005) and Guadagno
and colleagues (2004) offer some suggestions about
new technology and data collection.

:) T 1P : Document all major activities and decisions as you
develop and implement your data collection plan, and save your doc-
umentation. You may need the information later when you write your
research report, request funding for a follow-up study, or help other
researchers.
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STRUCTURED
SELF-REPORT
INSTRUMENTS

The most widely used data collection method by
nurse researchers is structured sdlf-report, which
involvesaforma, written instrument. Theinstrument
is an interview schedule when questions are asked
oraly in face-to-face or telephone interviews. It is
called aquestionnaire or an SAQ (self-administered
questionnaire) when respondents complete the
instrument themselves, either in a paper-and-pencil
format or on a computer. Researchers sometimes
embed an SAQ into an interview schedule, with
interviewers asking some questions orally but
respondents answering others in writing. This sec-
tion discusses the development and administration
of structured self-report instruments.

Types of Structured Questions

Structured instruments consist of a set of questions
(often called items) in which the wording of both
the questions and, in most cases, response alterna-
tives is predetermined. When structured instru-
ments are used, people are asked to respond to the
same questions, in the same order, and with the
same set of response options. In developing struc-
tured instruments, much effort must be devoted to
the content, form, and wording of questions.

Open and Closed Questions
Structured instruments vary in degree of structure
through different combinations of open-ended and
closed-ended questions. Open-ended questions
allow people to respond in their own words, in
narrative fashion. The question, “What was your
biggest challenge after your surgery?’ is an exam-
ple of an open-ended question. In questionnaires,
respondents are asked to give a written reply to
open-ended items and so adequate space must be
provided to permit afull response. Interviewers are
expected to quote oral responses verbatim or as
closely as possible.

Closed-ended (or fixed-alternative) questions
offer response options, from which respondents
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must choose the one that most closely matches the
appropriate answer. The aternatives may range
from asimple yes or no (“Have you smoked a ciga-
rette within the past 24 hours?’) to complex
expressions of opinion or behavior.

Both open- and closed-ended questions have
certain strengths and weaknesses. Good closed-
ended items are often difficult to construct but easy
to administer and, especialy, to analyze. With
closed-ended questions, researchers need only tab-
ulate the number of responsesto each aternative to
gain descriptive information. The analysis of open-
ended items, by contrast, is more difficult and
time-consuming. The usua procedureisto develop
categories and code open-ended responses into the
categories. That is, researchers essentially trans-
form open-ended responses to fixed categoriesin a
post hoc fashion so that tabulations can be made.

Closed-ended items are more efficient than
open-ended questions in that respondents can com-
plete more closed- than open-ended questionsin a
given amount of time. In questionnaires, partici-
pants may be less willing to compose written
responses than to check off appropriate aterna-
tives. Closed-ended items are also preferred if
respondents are unable to express themselves well
verbally. Furthermore, some questions are less
objectionable in closed form than in open form.
Take the following example:

1. What was your family’s total annual income
last year?
2. In what range was your family’'s total annual
income last year?
(1 1. Under $25,000,
(1 2. $25,000 to $49,999,
(1 3. $50,000 to $74,999,
(1 4. $75,000 to $99,999, or
(1 5. $100,000 or more

The second question gives respondents a greater
measure of privacy than the open-ended question,
and islesslikely to go unanswered.

A major drawback of closed-ended questionsis
the possibility of omitting key responses. Such
omissions can lead to inadequate understanding of
the issues or to outright biasif respondents choose
an alternative that misrepresents their position.
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Another objection to closed-ended items is that
they tend to be superficial. Open-ended questions
allow for aricher and fuller perspective on atopic,
if respondents are verbally expressive and coopera-
tive. Some of this richness may be lost when
researchers tabul ate answers they have categorized,
but direct excerpts from open-ended responses can
be valuable in imparting the flavor of the replies.
Finally, some people may object to being forced
into choosing from response options that do not
reflect their opinions well. Open-ended questions
give freedom to respondents and, therefore, offer
the possibility of spontaneity and elaboration.
Decisions about the mix of open- and closed-
ended questions is based on such considerations
as the sensitivity of the questions, respondents
verbal ability, the amount of time available, and
the amount of prior research on the topic. Combi-
nations of both types can be used to offset the
strengths and weaknesses of each. Questionnaires
typically use closed-ended questions primarily, to
minimize respondents’ writing burden. Interview
schedules, on the other hand, tend to be more vari-
able in their mixture of these two question types.

Specific Types of Closed-Ended Questions

The analytic advantages of closed-ended questions
are often compelling. Various types of closed-
ended questions, illustrated in Table 13.1, are
described here. Question types can be intermixed
within a structured instrument.

¢ Dichotomous questions require respondents to
make a choice between two response aterna
tives, such as yes/no or male/female. Dichoto-
mous questions are especially appropriate for
gathering factual information.

Multiple-choice questions offer three or more
response aternatives. Graded alternatives are
preferable to dichotomous items for opinion or
attitude questions because researchers get more
information (intensity as well as direction of
opinion) and respondents can express arange of
views. Multiple-choice questions typically offer
three to seven options.

Rank-order questions ask respondents to rank
target concepts along a continuum, such as
most to least important. Respondents are asked



QUESTION TYPE

TABLE 13.1

EXAMPLE
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Examples of Closed-Ended Questions

1.

Dichotomous question
1. Yes
2. No

Have you ever been pregnant?

2. Multiple-choice question

2. Very important

3. Somewhat important

4. Not imporfant

How importfant is it fo you to avoid a pregnancy at this time?
1. Extremely important

3. Rank-order question

People value different things in life. Below is a list of things that many people

value. Please indicate their order of importance to you by placing a “1”
beside the most important, “2" beside the second-most important, and so on.
Career achievement/work

Family relationships

Friendships, social interactions

Health
Money
Religion

4. Forced-choice question

Which statement most closely represents your point of view?

1. What happens to me is my own doing.
2. Sometimes | feel | don't have enough control over my life.

5. Rating question

On a scale from O to 10, where O means “extremely dissatisfied” and 10

means “extremely satisfied,” how satisfied were you with the nursing care you
received during your hospitalization?@

0 ] 2
Extremely
dissatisfied

to assign a 1 to the concept that is most impor-
tant, a 2 to the concept that is second in impor-
tance, and so on. Rank-order questions can be
useful, but respondents sometimes misunder-
stand them so good instructions and an example
may be needed. Rank-order questions should
involve 10 or fewer rankings.

Forced-choice questions require respondents
to choose between two statements that repre-
sent polar positions or characteristics.

Rating questions ask respondents to evaluate
something along an ordered dimension. Rating

4 5 6 /7 8 9 10

Extremely
satisfied

guestions are typically on abipolar scale, with
end points specifying opposite extremes on a
continuum. The end points and sometimes
intermediary points along the scale are verbally
labeled. The number of gradations or points
along the scale can vary but often is an odd
number, such as 7, 9, or 11, to allow for a neu-
tral midpoint. (In the example in Table 13.1,
the rating question has 11 points, numbered O
to 10.)

e Checklists include several questions with

the same response format. A checklist is a



300 -

Part 3 Designing and Conducting Quantitative Studies to Generate Evidence for Nursing

The next question is about things that may have happened to you personally. Please indicate how recently; if ever,

these things happened to you:

Yes, within past

Yes,2-3 years Yes, more than 3 No, never

12 months ago years ago

a. Has someone ever yelled at you all 1 2 3 4
the time or put you down on purpose?

b. Has someone ever tried to control your 1 2 3 4
every move?

c. Has someone ever threatened you with 1 2 3 4
physical harm?

d. Has someone ever hit, slapped, kicked, or 1 2 3 4

physically harmed you?

FIGURE 13.1 Example of achecklist.

two-dimensional arrangement in which a series
of questionsislisted along one dimension (usu-
aly vertically) and response alternatives are
listed along the other. Checklists are relatively
efficient and easy to understand, but because
they are difficult to read orally, they are used
more frequently in SAQs than in interviews.
Figure 13.1 presents an example of a checklist.
¢ Visual analog scales (VAS) are used to mea-
sure subjective experiences, such as pain,
fatigue, and dyspnea. TheVASisastraight line,
the end anchors of which are labeled as the
extreme limits of the sensation or feeling being
measured. People are asked to mark a point on
the line corresponding to the amount of sensa-
tion experienced. Traditionally, the VAS line is
100 mm in length, which facilitates the deriva-
tion of a score from 0 to 100 through simple
measurement of the distance from one end of
the scale to the person’s mark on the line. An
example of aVASis shown in Figure 13.2.

In certain situations, researchers collect infor-
mation about activities and dates, sometimes
using an event history calendar (Martyn &
Belli, 2002). Such calendars are matrixes that
plot time on one dimension (usually the horizon-
tal dimension) and the events or activities on the
other. The person recording the data (either the
participant or an interviewer) draws lines to indi-

cate the stop and start dates of the specified
events or behaviors. Event history calendars are
especially useful in collecting information about
the occurrence and sequencing of events retro-
spectively. Data quality about past occurrencesis
enhanced because the calendar helps participants
relate the timing of some events to the timing of
others. An example of an event history calendar
isincluded in the Toolkit section of the accompa-
nying Resource Manual.

An alternative to collecting event history data
retrospectively is to ask participants to maintain
information in an ongoing structured diary over a
specified time period. This approach is often used
to collect quantitative information about sleeping,
eating, or exercise behavior.

PAINAS | NO PAIN
BADASIT | A | ATALL
COULD BE

Line should measure
100 mm in length
FIGURE 13.2 Example of avisua analog scale.



Example of a structured diary: Berger and col-
leagues (2009) examined the effect of menopausal
status on sleep. Several sleep outcomes [e.g., fofal
sleep time in minutes, number of awakenings, and
minutes awake after sleep onset] were captured in
daily diaries.

Composite Scales and Other
Structured Self-Reports

Several special types of structured self-reports are
used by nurse researchers. The most important are
composite social-psychological scalesthat are often
included in aquestionnaire or interview package. A
scale provides a numeric score to place respon-
dents on a continuum with respect to an attribute,
like a scale for measuring people’s weight. Scales
are used to discriminate quantitatively among peo-
ple with different attitudes, fears, and needs. Scales
are created by combining several closed-ended
items into a composite score. Many sophisticated
scaling techniques have been developed, but only
two are discussed in this book.” We aso briefly
describe cognitive and neurologic tests, vignettes,
and Q sorts.

Likert Scales

The most widely used scaling technique is the
Likert scale, named after the psychologist Rensis
Likert. A Likert scale consists of several declarative
items that express a viewpoint on a topic. Respon-
dents typically are asked to indicate the degree to
which they agree or disagree with the opinion
expressed by the statement.

Table 13.2 illustrates a six-item Likert-type
scale for measuring attitudes toward condom use.
Likert scales often include 10 or more statements;
the example in Table 13.2 is shown only to illus-
trate key features. After respondents complete a

*Other scaling procedures include ratio scaling, magnitude
estimation scaling, multidimensional scaling, and multiple
scalogram analysis. Textbooks on psychological scaling and
psychometric procedures should be consulted for more informa-
tion about these scaling strategies.
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Likert scale, their responses are scored. Typically,
agreement with positively worded statements and
disagreement with negatively worded ones are
assigned higher scores. (See Chapter 15, however,
for adiscussion of problemsin including both pos-
itive and negative items on a scale). The first state-
ment in Table 13.2 is positively worded; agreement
indicates a favorable attitude toward condom use.
Thus, a higher score would be assigned to those
agreeing with this statement than to those disagree-
ing with it. With five response aternatives, a score
of 5would be given to those strongly agreeing, 4 to
those agreeing, and so forth. The responses of two
hypothetical respondents are shown by a check or
an X, and their scores are shown in far right
columns. Person 1, who agreed with the first state-
ment, has a score of 4, whereas person 2, who
strongly disagreed, has a score of 1. The second
statement is negatively worded, and so scoring is
reversed—a 1 is assigned to those who strongly
agree, and so on. This reversal is needed so that a
high score consistently reflects positive attitudes
toward condoms. A person’s total score is com-
puted by adding together individual item scores.
Such scales are often called summated rating
scales because of this feature. The total scores of
both respondents are shown at the bottom of Table
13.2. The scores reflect a much more positive atti-
tude toward condoms on the part of person 1 than
person 2 does.

The summation feature of such scales makes it
possible to make fine discriminations among peo-
ple with different points of view. A single question
allows people to be put into only five categories. A
six-item scale, such as the one in Table 13.2, per-
mits finer gradation—from a minimum possible
score of 6 (6 X 1) to a maximum possible score of
30 (6 X 5).

Summated rating scales can be used to measure
awide array of attributes. In such cases, the bipolar
scale may not be an agree/disagree continuum, but
might be always true/never true, very likely/very
unlikely, and so on. Constructing a good Likert-
type scale requires considerable skill and work.
Chapter 15 describes the stepsinvolved in developing
and testing such scales.
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TABLE 13.2

Example of a Likert Scale
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RESPONSESt SCORE

DIRECTION

OF SCORING* ITEM

Person 2
(X)

Person 1

SA| A 2 D (v)

3 1. Using a condom shows

you care about your pariner.

. My partner would be
angry if | talked about
using condoms.

. 'wouldn't enjoy sex
as much if my partner
and | used condoms.

. Condoms are a good
protection against AIDS
and other sexually
fransmitted diseases.

. My partner would
respect me if | insisted
on using condoms.

. ' would be too
embarrassed to ask my
pariner about using a
condom.

4 X 4 1

Total score

26 11

*Researchers would not indicate the direction of scoring on a Likert scale administered to study participants. The scoring

direction is indicated in this table for illustrative purposes only.

1SA, strongly agree; A, agree; 2, uncertain; D, disagree; SD, strongly disagree.

Example of a summated rating scale: Lynn
and colleagues [2009) developed a Likerttype scale
fo measure satisfaction in nursing. Examples of state-
ments include the following: “Nurses on my unit
enjoy working together” and | enjoy being responsi-
ble for the welfare of my patients.” Responses are on
a 4-point scale, without a neutral response option.

Semantic Differential Scales

Another technique for measuring attitudes is the
semantic differential (SD). With the SD, respon-
dents are asked to rate concepts (e.g., dieting, exer-

cise) on aseries of bipolar adjectives, such as good/
bad, effective/ineffective, important/unimportant.
Respondents place a check at the appropriate point
on a seven-point scale that extends from one
extreme of the dimension to the other. Figure 13.3
shows an abbreviated example of the format for an
SD for the concept Assisted Suicide.

SDs are flexible and easy to construct, and the
concept being rated can be virtually anything—a
person, concept, controversial issue, and so on.
Scoring for SD responses is similar to that for
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ASSISTED SUICIDE

bad | 77| 6| 5] 4] 3| 2] 1] good
worthless |1 | 2] 3| 4] 5] 6| 7| valuable
acceptable | | | | | | | | unacceptable
weak || | | | | | | suong

active | | | | | | | | passive

*The score values would not be printed on the form administered to actual participants. The numbers are presented
here solely for the purpose of illustrating how semantic differentials are scored.

FIGURE 13.3 Example of asemantic differential.

Likert scales. Scores from 1 to 7 are assigned to
each bipolar scale response, with higher scores
generally associated with the positively worded
adjective. Responses are then summed across the
bipolar scalesto yield atotal score.

Researchers can be creative in their choice of
bipolar scales, but the adjective pairs should be
appropriate for the concepts. The adjective pair
large/small for the SD in Figure 13.3 would not
make much sense. Another consideration in select-
ing adjective pairsis the extent to which the adjec-
tives measure the same dimension of the concept.
Research with SD scales suggests that adjective
pairs tend to cluster along three independent
dimensions: evaluation, potency, and activity. Eval-
uative adjectives, such as effective/ineffective or
good/bad are especially important. Potency adjec-
tives include strong/weak and large/small, and
examples of activity adjectives are active/passive
and fast/dlow. These three dimensions need to be
scored separately because peopl€e’s evaluative rat-
ings of a concept are independent of their activity
or potency ratings. Researchers must decide how
many SD dimensions to include.

Example of a study using an SD: Rempusheski
and O'Hara (2005) developed a semantic differen-
fial scale, the Grandparent Perceptions of Family
Scale (GPFS). Respondents rate stimuli (e.g., “How |
view my grandchi%”) with regard to 22 bipolar
adijective pairs. Three adjective pairs were in the
action subscale (e.g., active/passive), 11 were in
the evaluative subscale (e.g., ﬁoppy/sool), and 8
were in the potency subscale (e.g., emotionally
strong,/emotionally weak).

:) T 1P : Most nurse researchers use exisfing scales

rather than developing their own. Resources for locating existing

scales include Strickland and Dilorio, 2003; Frank-Stromberg and Olsen,
2004; and Waltz and colleagues, 2010. Also, some helpful websites are
induded in the Toolkit. Another place to look for existing instruments is
in the Health and Psychosocial Instruments (HaPl) database.

Cognitive and Neuropsychological Tests
Nurse researchers sometimes assess study partici-
pants cognitive skills. There are several different
types of cognitive tests. For example, intelligence
tests evaluate a person’s global ability to perceive
relationships and solve problems and aptitude tests
measure a person’s potential for achievement. Some
tests have been developed for individual (one-on-
one) administration, whereas others have been
developed for group use. Individual tests, such as
the Stanford-Binet 1.Q. test, must be administered
by a person with special training. Nurse researchers
are especialy likely to use ahility testsin studies of
high-risk groups, such aslow-birth-weight children.
Some cognitive tests are specially designed to
assess neuropsychological functioning among peo-
ple with potential cognitive impairments, such as
the Mini-Mental Status Examination (MMSE).
These tests capture varying types of competence,
such as the ability to concentrate and the ability to
remember. Nurses have used such tests extensively
in studies of elderly patients and patients with
Alzheimer's disease. Good sources for learning
more about ability tests are the books by Urbina
(2004) and the Buros Institute (2007).



304 o

Example of a study assessing neuropsycho-
logical function: Alpert and colleagues (2009)

did a pilot study fo evaluate the effect of jazz dance
instruction on balance, cognition, and mood in
community-dwelling older women. Cognitive
outcomes were measured using the MMSE.

Q Sorts
In aQ sort, participants are presented with a set of
cards on which words or phrases are written. Partici-
pants are told to sort the cards along a specified
bipolar dimension, such as most important/least
important. Typicaly, there are between 50 and 100
cardsto be sorted into 9 or 11 piles, with the number
of cards to be placed in each pile predetermined by
the researcher (e.g., 2 cardsin piles1 and 9, 4 cards
in piles 2 and 8, and so on). It is difficult to achieve
reliable results with fewer than 50 cards, but the task
becomes tedious and difficult with more than 100.
The sorting instructions and objects to be sorted
in a Q sort can vary. For example, attitudes can be
studied by writing attitudina statements on the
cards and asking participants to sort them on a con-
tinuum from “totally disagree” to “totally agree”
Or, patients could be asked to rate nursing behaviors
on a continuum from least helpful to most helpful.
Q sorts are versatile and can be applied to awide
variety of problems. Requiring peopleto place apre-
determined number of cards in each pile can reduce
biases that are common in Likert scales. On the other
hand, it isdifficult and time-consuming to administer
Q sorts to a large sample of people. Some critics
argue that the forced distribution of cards according
to researchers specificationsisartificial and excludes
information about how participants would ordinarily
distribute their responses. Another issue is that Q
sorts cannot be incorporated into mailed or Internet
questionnaires or administered in telephone inter-
views. The paper by Akhtar-Danesh and colleagues
(2008) provides more information about Q sorts.

Example of a Q sort: AkhtarDanesh and
colleagues (2008) used a 43-card Q sort to examine
nurse faculty perceptions of simulation use in nursing
education. Statements were sorfed info @ piles on an
agree/disagree continuum. An example of a statement
in the card sort is: “It's a scheduling nightmare.”
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Vignettes
Another self-report approach involves the use of
vignettes, which are brief case reports or descrip-
tions of events to which respondents are asked to
react. The descriptions, which can either befictitious
or based on fact, are structured to €licit information
about respondents’ perceptions of some phenome-
non or their projected actions. The vignettes are usu-
ally written narrative descriptions, but researchers
have also used videotaped vignettes. The questions
that follow the vignettes can be open-ended (e.g.,
How would you describe this patients' level of con-
fusion?) or closed-ended (e.g., Rate how confused
you think this patient is on a 7-point scale). Usually
3to 5 vignettes areincluded in an instrument.
Sometimes the underlying purpose of vignette
studies is not revealed to participants, especialy if
the technique is used as an indirect measure of
prejudices or stereotypes using embedded descrip-
tors, asin the following example.

Example of vignettes: Griffin and colleagues
[2007) distributed vignette packets describing three
hospitalized children fo a national sample o?pedi-
afric nurses fo explore whether pain management
decisions were affected by children’s characteristics.
Three vignettes described children in pain: one
described either a boy or a girl, another described
a white or African American child, and the third
described a physically affractive or unatiractive child.
Nurses answered questions about pain freatments
they would use without being aware that the child
characteristics had been experimentally varied.

Vignettes are an economical means of eliciting
information about how people might behave in sit-
uations that would be difficult to observe in daily
life. Vignettes can be incorporated into question-
naires, and are, therefore, an inexpensive data col-
lection strategy. Also, vignettes often represent an
interesting task for participants. The principal
problem with vignettes concerns the validity of
responses. If respondents describe how they would
act in a situation portrayed in the vignette, how
accurate is that description of their actual behav-
ior? Thus, although the use of vignettes can be
profitable, potential biases should be taken into
account in interpreting results.



:) T 1P : Some methods described in this chapter might be
appealing because they are unusual and may seem like a creative
approach to collecting data. However, the prime considerations in
selecting a data collection method should always be the conceptual
congruence hetween the method and the targeted constructs, and the
quality of data that the method yields.

Questionnaires Versus Interviews

In devel oping their data collection plans, researchers
need to decide whether to collect data through
interviews or questionnaires. Each method has
advantages and disadvantages.

Advantages of Questionnaires

Self-administered questionnaires, which can be
distributed in person, by mail, or over the Internet,
offer some advantages. The strengths of question-
naires include the following:

e Cost. Questionnaires, relative to interviews, are
much less costly. Distributing questionnaires to
groups (e.g., nursing home residents) isinexpen-
sive and expedient. And, with a fixed amount of
funds or time, a larger and more geographically
diverse sample can be obtained with mailed or
Internet questionnaires than with interviews.
Anonymity. Unlike interviews, questionnaires
offer the possibility of complete anonymity. A
guarantee of anonymity can be crucia in obtain-
ing candid responses, particularly if questions are
sengitive. Anonymous questionnaires often result
in a higher proportion of socialy unacceptable
responses (i.e., responses that place respondents
in an unfavorable light) than interviews.
Interviewer bias. The absence of an interviewer
ensures that there will be no interviewer bias.
Interviewers ideally are neutral agents through
whom questions and answers are passed. Stud-
ies have shown, however, that thisideal is diffi-
cult to achieve. Respondents and interviewers
interact as humans, and this interaction can
affect responses.

Internet surveys are especially economical and
can sometimes yield a dataset directly amenable to
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analysis, without requiring someone to enter data
onto afile (the sameisalso truefor CAPI and CATI
interviews). Internet surveys also provide opportu-
nities for providing participants with customized
feedback and for prompts that can minimize miss-
ing responses.

Advantages of Interviews

Itistruethat interviews are costly, prevent anonymity,
and bear the risk of interviewer bias. Nevertheless,
interviews are considered superior to question-
naires for most research purposes because of the
following advantages:

* Response rates. Response rates tend to be high
in face-to-face interviews. People arelesslikely
to refuse to talk to an interviewer who directly
solicits their cooperation than to ignore a
questionnaire or email. A well-designed and
properly conducted interview study normally
achievesresponseratesin the vicinity of 80% to
90%, whereas mailed and Internet question-
naires typically achieve response rates of less
than 50%. Because nonresponse is not random,
low response rates can introduce serious biases.
(However, if questionnaires are personally dis-
tributed in a particular setting—e.g., patientsin
a cardiac rehabilitation program—reasonably
good response rates often can be achieved.)

:) T 1P : MacDonald and colleagues (2009) have offered useful
advice for addressing nonresponse in mailed surveys. Several sugges-
tions are useful for minimizing nonresponse in collecting any type of
self-report data. An additional useful resource is a meta-analysis of
sirategies to increase response to mailed and electronic surveys by
Edwards and colleagues (2009).

e Audience. Many people cannot fill out a ques-
tionnaire. Examplesinclude young children and
blind, elderly, illiterate, or uneducated individu-
als. Interviews, on the other hand, are feasible
with most people. For Internet questionnaires,
a particularly important drawback is that not
everyone has access to computers or uses them

regularly.
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e Clarity. Interviews offer some protection
against ambiguous or confusing questions.
Interviewers can assess whether questions have
been misunderstood and provide clarification.
With questionnaires, misinterpreted questions
can go undetected.

Depth of questioning. Information obtained
from questionnaires tends to be more superfi-
cial than from interviews, largely because ques-
tionnaires usually contain mostly closed-ended
items. Open-ended questions are avoided in
guestionnaires because most people dislike
having to compose a reply. Furthermore, inter-
viewers can enhance the quality of self-report
data through probing, atopic we discusslater in
this chapter.

Missing information. Respondents are less likely
to give “don't know” responses or to leave a
question unanswered in an interview than on a
guestionnaire.

Order of questions. In an interview, researchers
have control over question ordering. Question-
naire respondents can skip around from one
section to another. Sometimes a different order-
ing of questions from the one intended could
bias responses.

Sample control. Interviewers know whether the
people being interviewed are the intended
respondents. People who receive question-
naires, by contrast, can pass the instrument on
to afriend or relative, and this can change the
sample composition. Internet surveys are espe-
cialy vulnerable to the risk that people not tar-
geted by researchers will respond, unless there
are password protections.

Supplementary data. Face-to-face interviews can
yield additiona data through observation. Inter-
viewers can observe and assess respondents
level of understanding, degree of cooperative-
ness, socia class, and so forth. Such information
can be useful in interpreting responses.

Many advantages of face-to-faceinterviews also
apply to telephone interviews. Long or detailed
interviews or ones with sensitive questions are not
well suited to telephone administration, but for
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relatively brief instruments, telephone interviews
are economical and tend to yield a higher response
rate than mailed or Internet questionnaires.

Designing Structured
Self-Report Instruments

Assembling a high-quality structured self-report
instrument is demanding. To design useful, accu-
rate instruments, researchers must carefully ana-
lyze the research requirements and attend to minute
details. The steps for developing structured self-
report instruments follow closely the ones we out-
lined earlier in the chapter, but a few additional
considerations should be mentioned.

Related constructs should be clustered into sepa-
rate modules or areas of questioning. For example,
an interview schedule may consist of a module on
demographic information, another on health symp-
toms, athird on stressful life events, and afourth on
hedlth-promoting activities. Thought needs to be
given to sequencing modules, and questions within
modules, to arrive at an order that is psychologically
meaningful and encourages candor. The schedule
should begin with questions that are interesting,
motivating, and not too sensitive. The instrument
also needs to be arranged to minimize bias because
early questions sometimes influence responses to
subsequent ones. Whenever both general and spe-
cific questions about a topic are included, general
questions should be placed first to avoid “ coaching.”

Instruments should be prefaced by introductory
comments about the nature and purpose of the
study. In interviews, introductory information
would be communicated by the interviewer, who
would typically follow a script. In questionnaires,
the introduction usually takes the form of an
accompanying cover letter. The introduction
should be carefully constructed because it is the
first point of contact with potential respondents. An
example of acover letter for amailed questionnaire
is presented in Figure 13.4. .0 (This cover letter is
included in the Toolkit for you to use and adapt.)

When afirst draft of the instrument isin reason-
ably good order, it should be reviewed by expertsin
questionnaire construction, by substantive content
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Dear Community Resident:

We are conducting a study to examine how men who are approaching retirement
age (55 to 65 years old) feel about various issues relating to their healthcare. This study,
which is sponsored by the National Institutes of Health, will enable healthcare providers
to better meet the needs of men in your age group. Would you please assist us in this
study by completing the enclosed questionnaire? Your opinions and experiences are very
important to us and are needed to give an accurate picture of the health-related needs of
men in the Capital District.

Your name was selected at random from a list of residents in your community.

The questionnaire is completely anonymous, so you are not asked to put your name on it
or identify yourself in any way. We hope, therefore, that you will feel comfortable giving
your honest opinions. If you prefer not to answer any particular question, feel free to
leave it blank. Please do answer questions if you can, though. If you have any comments
or concerns about any questions, just write your comments in the margin of the
questionnaire or feel free to contact me by email (dfpl@yahoo.com) or by phone
(518-587-3994).

A postage-paid return envelope is enclosed for your convenience. Please take a
few minutes to complete and return the questionnaire to us—it should only take about 15
to 20 minutes of your time. In appreciation for your cooperation, you will be entered
into araffle to win a $250 American Express gift certificate. Simply return the self-
addressed, stamped postcard separately from the questionnaire. To be included in the
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notified by July 17.

advance for your assistance.

raffle, your questionnaire must be returned to us by July 10. The raffle winner will be

Your participation in the study is completely voluntary. By returning your study
booklet, you will be granting your consent to participate in the study. Thank you in

FIGURE 13.4

area specialists, and by someone capable of detect-
ing technical problems, such as spelling mistakes,
grammatical errors, and so forth. When these vari-
ous people have provided feedback, a revised ver-
sion of the instrument can be pretested. The pretest
should be administered to a small sample of indi-
viduals (usually 10 to 20) who are similar to actual
participants.

In the remainder of this section, we offer some
specific suggestions for designing high-quality
self-report instruments. Additional guidance is
offered in the classic book by Fowler (1995) and by
Bradburn and colleagues (2004).

Tips for Wording Questions

We all are accustomed to asking questions, but the
proper phrasing of questionsfor astudy is not easy.
In wording their questions, researchers should keep
four important considerations in mind.

1. Clarity. Questions should be worded clearly
and unambiguously. Thisisusually easier said

Example of a cover |etter.

than done. Respondents do not aways have
the same mind-set as the researchers.

2. Ability of respondents to give information.
Researchers need to consider whether respon-
dents can be expected to understand the ques-
tion or are qualified to provide meaningful
information.

3. Bias. Questions should be worded in a man-
ner that will minimize the risk of response
biases.

4. Sensitivity. Researchers should strive to be
courteous, considerate, and sensitive to respon-
dents needs and circumstances, especially
when asking questions of a private nature.

Here are some specific suggestions with regard
to these four considerations (additional guidance
on wording items for composite scales is provided
in Chapter 15):

e Clarify in your own mind the information you
are seeking. The question, “When do you usualy
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eat your evening meal?’ might elicit such
responses as “around 6 pm,” “when my son gets
home from soccer practice” or “when | fedl like
cooking.” The question itself contains no words
that are difficult, but the question is unclear
because the researcher’s intent is not apparent.
Avoid jargon or technical terms (e.g., parity) if
lay terms (e.g., number of children) are equally
appropriate. Use words that are simple enough
for the least educated respondents in the sam-
ple. Don't assume that even nurses have exten-
sive knowledge on all aspects of nursing and
medical terminology.

Do not assume that respondentswill be aware of,
or informed about, issuesin which you are inter-
ested. Furthermore, avoid giving the impression
that they ought to be informed. Questions on
complex issues sometimes can be worded in
such away that respondents will be comfortable
admitting ignorance (e.g., “Many people have
not had a chance to learn much about factors that
increase the risk of diabetes. Do you happen to
know of any contributing factors?’) Another
approach is to preface a question by a short
explanation about terminology or issues.

Avoid leading questions that suggest a particu-
lar answer. A question such as, “Do you agree
that nurse-midwives play an indispensable role
in the health team?’ is not neutral.

State a range of aternatives within the question
itself when possible. For instance, the question,
“Do you prefer to get up early in the morning on
weekends?’ is more suggestive of the “right”
answer than “ Do you prefer to get up early inthe
morning or to sleep late on weekends?’

For questionsthat deal with controversial topicsor
socidly unacceptable behavior (eg., excessive
drinking, noncompliance with medical regimens),
closed-ended questions may be preferred. It is
easier to check off having engaged in socidly dis-
approved actionsthan to verbalize those actionsin
response to open-ended questions. Moreover,
when controversiad behaviors are presented as
options, respondents are more likely to believe
that their behavior is not unique, and admissions
of such behavior become less difficult.

Part 3 Designing and Conducting Quantitative Studies to Generate Evidence for Nursing

Impersonal wording of questions is sometimes
useful in encouraging honesty. To illustrate this
point, compare these two statements with which
respondents might be asked to agree or disagree:
(1) “I am dissatisfied with the nursing care |
received during my hospitalization” and (2) “The
quality of nursing care in this hospitd is unsatis-
factory.” A respondent might feel more comfort-
able admitting dissatisfaction with nursing care
in the less personally worded second question.

Tips for Preparing Response Alternatives

If closed-ended questions are used, researchers
also need to develop response aternatives. Below
are some suggestions for preparing them.

Responses options should cover all significant
alternatives. If respondents are forced to choose
from options provided by researchers, they
should feel comfortable with the available
options. As a precaution, researchers often have
as a response option a phrase such as “ Other—
please specify.”

Alternatives should be mutually exclusive. The
following categories for a question on a per-
son’s age are not mutually exclusive: 30 years
or younger, 30 to 50 years, or 50 years or older.
People who are exactly 30 or 50 would qualify
for two categories.

There should be a rationale for ordering alterna-
tives. Options often can be placed in order of
decreasing or increasing favorability, agreement,
or intensity. When options have no “natura”
order, alphabetic ordering of the alternatives can
avoid leading respondentsto a particular response
(e.g., seetherank order question in Table 13.1).
Response alternatives should be brief. One sen-
tence or phrase for each option is usually suffi-
cient to express aconcept. Response alternatives
should be about equal in length.

Tips for Formatting an Instrument

The appearance and layout of an instrument may
seem a matter of minor administrative importance.
Yet, apoorly designed format can have substantive
consequences if respondents (or interviewers)
become confused, miss questions, or answer



questions they should have omitted. The format is
especially important in questionnaires because
respondents cannot usualy ask for help. The fol-
lowing suggestions may be helpful in laying out an
instrument:

* Do not compress too many questions into too

small aspace. An extrapage of questionsis bet-

ter than a form that appears dense and confus-
ing and that provides inadequate space for
responses to open-ended questions.

Set off the response options from the question

or stem. Response alternatives are usualy

aligned vertically (Table 13.1). In question-
naires, respondents can be asked either to circle
their answer or to check the appropriate box.

e Give special careto formatting filter questions,
which are designed to route respondents
through different sets of questions depending
on their responses. In interview schedules, the
typical procedure is to use skip patterns that
instruct interviewers to skip to a specific ques-
tion (eg., SKIP TO Q10). In SAQs, skip
instructions may be confusing. It is usually bet-
ter to put questions appropriate to a subset of
respondents apart from the main series of ques-
tions, as illustrated in Box 13.1, part B. An
important advantage of CAPI, CATI, audio-
CASl, and some Internet surveys is that skip
patterns are built into the computer program,
leaving no room for human error.

* Avoid forcing all respondents to go through inap-
plicable questions in an SAQ. That is, question 2
in Box 13.1 part B could have been worded as
follows: “If you are a member of the American
Nurses Association, for how long have you been
a member?” Nonmembers may not be sure how
to handle this question and may be annoyed at
having to read through irrelevant material.

Administering Structured
Self-Report Instruments

Administering interview schedules and question-
nairesinvolves different considerations and requires
different skills.
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BOX 13.1 Examples of
Formats for a Filter Question

A. Interview Format
1. Are you currently a member of the American
Nurses Association?
O 1. Yes
@ 2. No (SKIP TO Q3|

2. For how many years have you been a
member?
YEARS
3. Do you subscribe o any nursing journals?

a 1. Yes
a 2. No

B. Questionnaire Format
1. Are you currently a member of the American
Nurses Association?

Q1. Yes
a 2. No }
2. If yes: For how many
years have you been a

member?
YEARS
3. Do you subscribe fo any nursing journals?
O 1. Yes
a 2. No

Collecting Interview Data

The quality of interview data relies heavily on
interviewer proficiency. Interviewers for large sur-
vey organizations receive extensive general train-
ing in addition to specific training for individual
studies. Although we cannot in this introductory
book cover al the principles of good interviewing,
we can identify some major issues. Additiona
guidance can be found in the classic handbook by
Fowler and Mangione (1990).

A primary task of interviewers is to put
respondents at ease so that they will feel comfort-
able in expressing opinions honestly. Respon-
dents’ reactions to interviewers can affect their
level of cooperation. Interviewers, therefore,
should always be punctual (if an appointment has
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been made), courteous, and friendly. Interviewers
should strive to appear unbiased and to create an
atmosphere that encourages candor. All opinions
of respondents should be accepted as natural;
interviewers should not express surprise, disap-
proval, or even approval.

With a structured interview schedule, interview-
ers should follow question wording precisely.
Interviewers should not offer spontaneous explana-
tions of what questions mean. Repetition of a ques-
tionisusualy adequate to dispel misunderstandings,
especially if the instrument has been pretested.
Interviewers should not read questions mechani-
cally. A natural, conversational tone is essential in
building rapport, and this tone is impossible to
achieve if interviewers are not thoroughly familiar
with the questions.

When closed-ended questions have lengthy or
complex response alternatives, or when a series of
questions has the same response options, inter-
viewers should hand respondents a show card that
lists the options. People cannot be expected to
remember detailed unfamiliar material and may
choose the last alternative if they cannot recall ear-
lier ones. (Examples of show cards are included in
the Toolkit in the Resource Manual ©:".)

Interviewers record answers to closed-ended
items by checking or circling the appropriate alter-
native, but responses to open-ended questions must
be written out in full. Interviewers should not para-
phrase or summarize respondents’ replies.

Obtaining complete, relevant responses to
questions is not always an easy matter. Respon-
dents may reply to seemingly straightforward
questions with partial answers. Some may say, “I
don't know” to avoid giving their opinions on
sensitive topics, or to stall while they think over
the question. In such cases, the interviewers' job
is to probe. The purpose of a probe is to elicit
more useful information than respondents volun-
teered during their initial reply. A probe can take
many forms: Sometimes it involves repeating the
original question, and sometimes it is a long
pause intended to communicate to respondents
that they should continue. Frequently, it is neces-
sary to encourage a more complete response to
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BOX 13.2 Examples of
Neutral, Nondirective Probes

Is there anything else®

Go on.

Are there any other reasons?

How do you mean?

Could you please tell me more about that?
Would you tell me what you have in mind?
There are no right or wrong answers; 1'd just
like to get your thinking.

Could you please explain thate

Could you please give me an example?

open-ended questions by a nondirective supple-
mentary question, such as, “How is that?" Inter-
viewers must be careful to use only neutral
probes that do not influence the content of a
response. Box 13.2 gives some examples of neu-
tral, nondirective probes used by professional
interviewers to get more complete responses to
guestions. The ability to probe well is perhaps the
greatest test of an interviewer’s skill. To know
when to probe and how to select the best probes,
interviewers must understand the purpose of each
question. (The Toolkit for Chapter 14 has mater-
ial relating to interviewer training that might be
useful ©:7.)

Guidelines for telephone interviews are essen-
tially the same as those for face-to-face interviews,
but additional effort usually is required to build
rapport over the telephone. In both cases, inter-
viewers should strive to make the interview a pleas-
ant and satisfying experience in which respondents
are made to understand that the information they
are providing isimportant.

Collecting Questionnaire Data through
In-Person Distribution

Questionnaires can be distributed in various
ways, including personal distribution, through
the mail, and over the Internet. The most conve-
nient procedure is to distribute questionnaires to
agroup of people who complete the instrument at



the same time. This approach has the obvious
advantages of maximizing the number of com-
pleted questionnaires and alowing respondents
to ask questions. Group administrations are often
possible in educational settings and in some clin-
ical situations.

Researchers can aso hand out questionnaires to
individual respondents. Personal contact has a pos-
itive effect on response rates, and researchers can
answer questions. Individual distribution of ques-
tionnaires in clinical settings is often inexpensive
and efficient and can yield arelatively high rate of
response.

Example of personal distribution of
questionnaires: Dirksen and colleagues (2009)
explored the relationships between insomnia, depres-
sion, and distress in men with prostate cancer. Data
were collected by means of questionnaires that were
distributed by a research assistant to men receiving
freafment in an oufpatient ambulatory clinic.

Collecting Questionnaire Data

through the Mail

For surveys of a broad population, questionnaires
are often mailed. Thisapproach is cost-effective for
reaching geographically dispersed respondents, but
it tends to yield low response rates. When only a
subsample of respondents return their question-
naires, the risk of bias is high. With low response
rates, researchers face the possibility that people
who did not complete a questionnaire would have
answered questions differently from those who did
return it.

With response rates greater than 65%, the risk of
bias may be relatively small, but lower response
rates are the norm. Researchers should attempt to
discover how representative respondents are, rela-
tive to the selected sample, in terms of basic demo-
graphic characteristics, such as age, gender, and
race/ethnicity. Thiscomparison may lead researchers
to conclude that respondents and nonrespondents
are sufficiently similar. When demographic differ-
ences are found, investigators can make inferences
about the direction of biases.

Response rates can be affected by the manner in
which the questionnaires are designed and mailed.
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The physical appearance of the questionnaire can
influence its appeal, so thought should be given to
instrument layout, quality and color of paper, and
method of reproduction. The standard procedure
for distributing mailed questionnaires is to include
a stamped, addressed return envelope—without
which, response rateswill be seriously jeopardized.

:) T 1P : People are more likely to complete a mailed question-
naire if they are encouraged fo do so by someone whose name (or
position) they recognize. If possible, indude a letter of endorsement
from someone visible (e.g., a hospital or government official), or
write the cover letter on the stationery of a well-respected organiza-
tion, such as a university.

Follow-up reminders are effective in achieving
higher response rates for mailed (and Internet) ques-
tionnaires. This procedure involves additional mail-
ings urging nonrespondents to complete and return
their forms. Follow-up reminders are typicaly sent
about 10 to 14 days after the initial mailing. Some-
times reminders simply involve a letter or postcard
of encouragement to nonrespondents. It is prefer-
able, however, to send a second copy of the ques
tionnaire with the reminder letter because many
nonrespondents will have misplaced or discarded the
original. Telephone follow-ups can be even more
successful, but are costly and time-consuming. With
anonymous questionnaires, researchers may be
unable to distinguish respondents and nonrespon-
dents for the purpose of sending follow-up letters. In
such a situation, the simplest procedure is to send
out afollow-up reminder to the entire sample, thank-
ing those who have aready answered and asking
others to cooperate. Dillman and colleagues
(2009) offer excellent advice for achieving accept-
able response rates in mailed and Internet surveys.

Example of mailed questionnaires: Kupferer
and colleagues (2009) surveyed women who had
discontinued hormone therapy with regard to their
use of complementary and alternative medicine for
vasomofor symptoms. Questionnaire packefs and a
postage-paid return envelope were mailed fo a ran-
dom sample of 2,250 women from a purchased
mailing list. The response rate was 24%.
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Collecting Questionnaire Data

via the Internet

The Internet is an economical means of distributing
guestionnaires. Internet surveys appear to be a
promising approach for accessing groups of people
interested in specific topics. Internet distribution
requires appropriate equipment and some technical
skills, but there are a growing number of aids for
doing such surveys.

Surveys can be administered through the Inter-
net in several ways. One method is to design a
guestionnaire in a word processing program, as
would be the case for mailed questionnaires. The
file with the questionnaire is then attached to an
email message and distributed to potential respon-
dents. Respondents can complete the questionnaire
and return it as an email attachment or print it and
return it by mail or fax. This method may be prob-
lematic if respondents have trouble opening attach-
ments or if they use a different word-processing
program. Surveys sent viaemail also run therisk of
not getting delivered to the intended party, either
because email addresses have changed or because
the email messages are blocked by Internet security
filters. Blocks are especially common for messages
with attachments.

Increasingly, researchers are collecting data
through web-based surveys. Thisapproach requires
researchers to have a website on which the survey
isplaced or to use a service such as Survey Monkey
(http:/~Mmwww.surveymonkey.cony). Respondents typ-
ically access the website by clicking on a hypertext
link. For example, respondents may be invited to
participate in the survey through an email message
that includes the hyperlink to the survey, or they
may be invited to participate when they enter a
website related in content to the survey (e.g., the
website of a cancer support organization).

Web-based forms are designed for online
response, and some can be programmed to
include interactive features. By having dynamic
features, respondents can receive as well as give
information—a feature that can increase motiva-
tion to participate. For example, respondents can
be given information about their own responses
(e.g., how they scored on a scale) or aggregated
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information about other participants. A major
advantage of web-based surveysisthat the data are
directly amenable to analysis. They can, however,
be more expensive than email surveys.

Example of a web-based survey: Sarna and
colleagues (2009) conducted a web-based survey
fo obtain information from nurses in Magnet
hospitals about their delivery of smoking cessation
interventions. Respondents were solicited through
the Chief Nursing Officers (CNOs) at 35 Magnet
hospitals meeting inclusion criteria. CNOs were
asked to communicate information about the survey
web link to their nursing staff. The final response
rate was 21%.

Internet surveys will undoubtedly abound in
the years ahead. They tend to be economical and
can reach a broad audience. However, samples
are almost never representative, and response
rates tend to be low—often even lower than
mailed questionnaires. Several references are
available to help researchers who wish to launch
an Internet survey. For example, the books by
Best and Krueger (2004), Dillman and colleagues
(2009), and Fitzpatrick and Montgomery (2004)
provide useful information. Weber and col-
leagues (2005) and Cantrell and Lupinacci (2007)
offer guidance on web-based data collection and
management.

Evaluation of Structured Self-Reports

Structured self-reports are a powerful data collec-
tion method. They are versatile and wide ranging,
and yield information that can be readily analyzed
statistically. Structured questions can be carefully
worded and pretested. In an unstructured interview,
by contrast, respondents may answer different ques-
tions, and thereis no way to know whether question
wording affected responses. On the other hand, the
guestions tend to be much more superficial than
questions in unstructured interviews because most
structured questions are closed-ended.

Structured self-reports are susceptible to the
risk of various response biases—many of which
are aso possible in unstructured self-reports.
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Respondents may give biased answers in reaction
to the interviewers behavior or appearance, for
example. Perhaps the most pervasive problem is
peopl€e’s tendency to present a favorable image of
themselves. Social desirability response bias
refers to the tendency of some individuals to mis-
represent themselves by giving answers that are
congruent with prevailing social values. This prob-
lem is often difficult to combat. Subtle, indirect,
and delicately worded questioning sometimes can
help to minimize this response bias. The creation
of a permissive atmosphere and provisions for
anonymity also encourage frankness. In an inter-
view situation, interviewer training is essential.

Some response biases, called response sets, are
most commonly observed in composite scales.
Extreme responses are a bias reflecting consistent
selection of extreme alternatives (e.g., “strongly
agree”). These extreme responses distort the find-
ings because they do not necessarily signify the
most intense feelings about the phenomenon under
study, but rather capture a trait of the respondent.
Thereislittle aresearcher can do to counteract this
bias, but there are procedures for detecting it.

Some people have been found to agree with
statements regardless of content. Such people are
caled yea-sayers, and the bias is known as the
acquiescence response set. A less common prob-
lem is the opposite tendency for other individuals,
called naysayer s, to disagree with statements inde-
pendently of question content.

Researchers who construct scales should attempt
to eliminate or minimize response set biases. If an
instrument or scale is being developed for general
use by others, evidence should be gathered to
demonstrate that the scale is sufficiently free from
response biases to measure the critical variable.
Users should consider such evidence in selecting
existing scales.

STRUCTURED
OBSERVATION

Structured observation is used to document specific
behaviors, actions, and events. Structured observation
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involves using formal instruments and protocols
that indicate what to observe, how long to observe
it, and how to record information. The challenge of
structured observation lies in the formulation of a
system for accurately categorizing and recording
observations.

In selecting behaviors, conversation, or attrib-
utes to be observed, researchers must decide what
congtitutes aunit. A molar approach entails observ-
ing large units of behavior and treating them as a
whole. For example, an entire constellation of ver-
bal and nonverbal behaviors might be construed as
signaling confusion in nursing home residents.
At the other extreme, a molecular approach uses
small, specific behaviors or verbal segments as
units. Each action, gesture, or phrase is treated asa
Separate entity. The molar approach is more
susceptible to observer errors because of greater
ambiguity in what is being observed. On the other
hand, in reducing observations to concrete, specific
elements, investigators may fail to understand how
small elements work in concert in a behavior pat-
tern. The choice of approach depends on the nature
of the research problem.

Methods of Recording Structured
Observations

Researchers recording structured observations
typically use either a checklist or a rating scale.
Both types of record-keeping instruments specify
the behaviors or events to be observed and are
designed to produce numeric information.

:) T 1P : Compared with the abundance of hooks designed to
provide guidance in developing self-report instruments, there are rel-
afively few resources for researchers who want to design their own
observational instruments, except if the focus of the observation is
on interpersonal interactions (e.g., Kerig & Lindahl, 2001 Kerig &
Baucom, 2004).

Category Systems and Checklists
Structured observation often involves constructing
a category system to classify observed phenomena.
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A category system represents an attempt to desig-
nate in a systematic fashion the qualitative behav-
iors and events transpiring in the observational
Setting.

Some category systems are constructed so that
all observed behaviors within a specified domain
(e.g., utterances) can be classified into one and only
one category. In such an exhaustive system, the cat-
egories are mutually exclusive.

Example of exhaustive categories: Foreman
and colleagues (2008) analyzed gender differences
in the sleep—wake states of 97 preterm infants, who
were videotaped in 4-hour segments. The infants’ res-
pirations, eye movements, facial expressions, muscle
fone, and motor activity were used to classify their
sleep—wake state, every 15 seconds, into one of
four mutually exclusive categories: awake, drowsy,
active sleep, and quiet sleep.

When observers use an exhaustive system—that
is, when al behaviors of a certain type, such as
verbal interaction, are observed and recorded—
researchers must be careful to define categories so
that observers know when one behavior ends and a
new one begins. Another essential feature is that
referent behaviors should be mutually exclusive, as
in the previous example. The underlying assump-
tion in using such a category system is that behav-
iors, events, or attributes that are allocated to a
particular category are equivalent to every other
behavior, event, or attribute in that same category.

A contrasting technique is to develop a system
in which only particular types of behavior (which
may or may not be manifested) are categorized.
For example, if we were studying autistic chil-
dren’s aggressive behavior, we might develop such
categories as “strikes another child,” or “kicks or
hits walls or floor.” In such a category system,
many behaviors—all the ones that are nonaggres-
sive—would not be classified. Nonexhaustive sys-
tems are adequate for many purposes, but one risk
isthat resulting data might be difficult to interpret.
Problems may ariseif alarge number of behaviors
are not categorized or if long segments of the
observation sessions do not involve the target
behaviors. In such situations, investigators need to
record the amount of time in which the target
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behaviors occurred, relative to the total time under
observation.

Example of nonexhaustive categories: Liaw
and colleagues (2006) studied changes in patterns
of infants" distress at different phases of a routine tub
bath in the NICU. The researchers developed a sys-
fem fo categorize behavioral signs of distress (jerks,
fremors, grimaces, arching). Be%oviors unrelated to
distress were not categorized.

A critical requirement for a good category sys-
tem isthe careful definition of behaviors or charac-
teristics to be observed. Each category must be
explained in detail so that observers have relatively
clear-cut criteriafor identifying the occurrence of a
specified phenomenon. Virtually all category sys-
tems require observers to make some inferences, to
agreater or lesser degree.

Example of low observer inference: Johnston
and colleagues (2008) studied the effects of kanga-
roo mother care on preterm infants’ pain from a heel
lance. They used the Premature Infant Pain Profile
[PIPP) to measure pain. The PIPP includes both physio-
logic [e.g., heart rate) and behavioral indicators.
Three facial actions (brow bulge, eye squeeze, and
naso-labial furrow) are scored by oﬁservers. The
coding system “provides a detailed, anatomically
based, and obijective description” (p. 4) of newborn
behavior.

In this system, assuming that observers were
properly trained, relatively little inference would
be required to code facial actions. Other category
systems, however, require more inference, asin the
following example:

Example of moderately high observer
inference: Uitterhoeve and colleagues (2008)
videotaped oncology nurses interacting with actors
playing the role of patients. The videotaped encoun-
fers were coded for nurses’ responses fo patients’
cues. Nurses' responses were coded according fo
both function and form. Function, for exomp\e,
involved coding whether the patient's cue was
explored, acknowledged but not explored, or
elicited a distancing response.

In such category systems, even when categories
are defined in detail, amoderately heavy inferential



burden is placed on observers. The decision con-
cerning degree of observer inference depends on a
number of factors, including the research purpose
and the observers' skills. Beginning researchers are
advised to construct or use category systems that
require low to moderate inference.

Category systems are used to construct a check-
list, which isthe instrument observers use to record
observed phenomena. The checklist is usualy for-
matted with the list of behaviors or events from the
category system on the left and space for tallying
the frequency or duration of occurrence of behav-
iors on the right. With nonexhaustive category sys-
tems, categories of behaviors that may or may not
be manifested by participants are listed on the
checklist. The observer’s tasks are to watch for
instances of these behaviors and to record their
occurrence.

With exhaustive checklists, the observers' task
is to place al behaviors in only one category for
each element. By element, we refer either to a unit
of behavior, such as a sentence in a conversation, or
to a time interval. To illustrate, suppose we were
studying the problem-solving behavior of a group
of public health workers discussing a new interven-
tion for the homeless. Our category system
involves eight categories: (1) seeksinformation, (2)
gives information, (3) describes problem, (4) offers
suggestion, (5) opposes suggestion, (6) supports
suggestion, (7) summarizes, and (8) miscellaneous.
Observers would be required to classify every
group member’s contribution—using, for example,
each sentence as the element—in terms of one of
these eight categories.

Another approach with exhaustive systems is
to categorize relevant behaviors at regular time
intervals. For example, in a category system for
infants’ motor activities, the researcher might use
10-second time intervals as the element; observers
would categorize infant movements within 10-second
periods.

Rating Scales

The major aternative to a checklist for recording
structured observations is a rating scale that
requires observers to rate a phenomenon aong a
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descriptive continuum that is typically bipolar. The
ratings are quantified for subseguent analysis.

Observers may be required to rate behaviors
or events at specified intervals throughout the
observational period (e.g., every 5 minutes).
Alternatively, observers may rate entire events or
transactions after observations are completed.
Postobservation ratings require observers to inte-
grate a number of activities and to judge which
point on a scale most closely fits their interpreta-
tion of the situation. For example, suppose we
were observing children’s behavior during ascratch
test for allergies. After each session, observers
might be asked to rate the children’s overall anxi-
ety during the procedure on a graphic rating scale
such as the following:

1 2 3 4 5 6 7

Extremely Neither cam Extremely
calm nor nervous nervous

Rate how calm or nervous the child appeared to be
during the procedure.

:) T 1P : Global observational rating scales are somefimes
included at the end of structured inferviews. For example, in a study
of the health problems of nearly 4,000 low-income mothers,
interviewers were asked fo observe and rate the safety of the home
environment with regard fo potential health hazards to the children
on a five-point scale, from completely safe to exiremely unsafe
(Polit et al., 2001).

Rating scales can also be used as an extension of
checklists, in which observers not only record the
occurrence of a behavior, but also rate some quali-
tative aspect of it, such as its intensity. A good
exampleisWeiss's (1992) Tactile Interaction Index
(TI) for observing patterns of interpersonal touch.
The TIl comprises four dimensions: location (part
of body touched, such as arm, abdomen), action
(the specific gesture used, such as grabbing, hitting,
patting); duration (temporal length of the touch),
and intensity. Observers using the index must both
classify the nature and duration of the touch and
rate intensity on afour-point scale: light, moderate,
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strong, and deep. When rating scales are coupled
with a category scheme, considerable information
about a phenomenon can be obtained, but it places
an immense burden on observers, particularly if
thereis extensive activity.

Example of observational ratings: The
NEECHAM Confusion Scale, an observational mea-
sure fo defect the presence and severity of acute con-
fusion, relies on ratings of behavior. For example,
one rafing concems alertness/responsiveness, and
the ratings are from O (responsiveness depressed)

to 4 (full attentiveness). The NEECHAM has been
used for both clinical and research purposes. For
example, McCaffrey (2009) used NEECHAM
scores fo assess the effects of a music infervention

on confusion in older adults after surgery.

:) TIP ¢ Itis usually useful to spend a period of fime with par-
ticipants before the actual observation and recording of data. Having
a warm-up period helps to relax people (especially if audio or video
equipment is being used) and can be helpful to observers (e.g., if par-
ticipants have a linguistic style to which observers must adjust, such as
a strong regional accent).

Constructing Versus Borrowing Structured
Observational Instruments

As with self-report instruments, we encourage
researchers to search for available observational
instruments, rather than designing one themselves.
The use of an existing instrument not only saves
considerable work and time, but aso facilitates
comparisons among studies.

A few source books describe available observa-
tional instruments for certain research applications
(e.g., Frank-Stromberg & Olsen, 2004), but the
best source for such instruments is recent research
literature on the study topic. For example, if you
wanted to conduct an observational study of infant
pain, a good place to begin would be recent
research on this or similar topicsto obtain informa-
tion on how infant pain was operationalized.

Sampling for Structured Observations

Researchers must decide how, when, and for how
long structured observational instruments will be
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used. Observations are usually done for a specific
amount of time, and the amount of time is stan-
dardized across participants.

Sometimes sampling is needed so as to obtain
representative examples of behaviors without hav-
ing to observe for prolonged periods. Observa-
tional sampling concerns the selection of behaviors
(or conversational segments) to be observed, not
the selection of participants.

Time sampling involves the selection of time
periods during which observations will occur.
The time frames may be systematically selected
(e.g., 60 seconds at 5-minute intervals) or selected
at random. For example, suppose we were study-
ing mothers’ interactions with their children in a
playground. During a 1-hour observation period,
we sample moments to observe, rather than
observing the entire session. Let us say that
observations are made in 3-minute segments. If
we used systematic sampling, we would observe
for 3 minutes, then cease observing for a prespec-
ified period, say 3 minutes. With this scheme, a
total of ten 3-minute observations would be
made. A second approach is to sample randomly
3-minute periods from the total of 20 such peri-
ods in an hour; a third is to use al 20 periods.
Decisions about the length and number of periods
for creating a good sample must be consistent
with research aims. In establishing time units, a
key consideration is determining a psychologi-
cally meaningful time frame. Pretesting and
experimentation with different sampling plans is
usually necessary.

Example of time sampling: Robb and
colleagues (2008) tested the effect of active music
engagement on stress and coping behaviors in
chﬁdren with cancer. Participating children received
one of three inferventions (active music engagement,
music listening, or audio sforybooks| and were

then videotaped. Observers coded selected time
segments (10 seconds, followed by 5-second
segments) for facial affect, active engagement,

and initiation.

Event sampling uses integral behavior sets or
events for observation. Event sampling requires
that the investigator either have knowledge about



the occurrence of events, or be in a position to wait
for (or arrange) their occurrence. Examples of inte-
gral events suitable for event sampling include shift
changes of hospital nurses or cast removals of pedi-
atric patients. This approach is preferable to time
sampling when events of interest are infrequent and
are at risk of being missed. Still, when behaviors
and events are frequent, time sampling has the
virtue of enhancing the representativeness of
observed behaviors.

Example of event sampling: Bryanton and col-
leagues (2009) explored whether mothers’ percep-
tions of their childbirth experiences predicted early
parenting behaviors. Parenting behaviors were
observed during a feeding interaction when the
infants were 1 month old.

Technical Aids in Observations

A wide array of technical devicesisavailable for
recording behaviors and events, making analysis
or categorization at a later time possible. When
the target behavior is auditory, recordings can be
used to obtain a permanent record. Technologi-
cal advances have vastly improved the quality,
sensitivity, and unobtrusiveness of recording
equipment. Auditory recordings can also be sub-
jected to computerized speech software analysis
to obtain objective quantitative measures of cer-
tain features of the recordings (e.g., volume,
pitch).

Videotaping can be used when visua records
are desired. In addition to being permanent, video-
tapes can capture complex behaviors that might
elude on-the-spot observers. Visua records are also
more capable than the naked eye of capturing fine
units of behavior, such as micromomentary facial
expressions. Videotapes make it possible to check
the accuracy of coders and so are useful as atrain-
ing aid. Finaly, it iseasier to conceal acamerathan
a human observer. Video records also have a few
drawbacks, some of which are technical, such as
lighting requirements, lens limitations, and so on.
Sometimes the camera angle can present a lop-
sided view of an event. Also, some participants
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may be especially self-conscious in front of a
video camera. Still, for many applications, per-
manent visual records offer unparalleled opportu-
nities to expand the scope of observationa
studies. Haidet and colleagues (2009) offer valu-
able advice on improving data quality of video-
recorded observations.

There isagrowing technology for assisting with
the encoding and recording of observations. For
example, there is equipment that permits observers
to enter observationa data directly into a computer
as the observation occurs, and in some cases, the
equipment can record physiologic data concur-
rently.

Example of using equipment: Brown and col
leagues (2009) developed and evaluated an obser-
vation sysfem fo assess mother—infant feeding
inferaction relevant fo infant neuro-behavior
regulation. In developing the system, videotapes of
feeding sessions were ol?giﬁzed and sfored on the
compufer so they could be opened for coding. They
used a computerbased system (Observer) that
offered a means of systematically observing and
recording behavior as it occurred in real time. Cod-
ing was done by replaying the digitized video
recording and entering observational codes into the
computer.

Structured Observations
by Nonresearch Observers

The observations discussed thus far are made and
recorded by research team members. Sometimes,
however, researchers ask people not connected
with the research to provide structured data, based
on their observations of the characteristics or
behaviors of others. This method has much in com-
mon (in terms of format and scoring) with self-
report scales; the primary difference is that the
person completing the scaleis asked to describe the
attributes and behaviors of another person, based
on observations of that person. For example, a
mother might be asked to describe the behavior
problems of her preschool child or staff nurses
might be asked to evaluate the functional capacity
of nursing home residents.
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Obtaining observational data from nonre-
searchers is economical compared with using
trained observers. For example, observers might
have to watch children for hours or days to describe
the nature and intensity of behavior problems,
whereas parents or teachers could do this readily.
Some behaviors might never lend themselves to
outsider observation because of reactivity, occur-
rence in private situations, or infrequency (eg.,
sleepwalking).

On the other hand, such methods may have the
same problems as self-report scales (e.g., response-
set bias) in addition to observer bias. Observer bias
may in some cases be extreme, such as may happen
when parents provide information about their
children. Nonresearch observers are typically not
trained, and interobserver agreement usually can-
not be assessed. Thus, this approach has some
problems but will continue to be used because, in
many cases, there are no aternatives.

Example of observations by nonresearch
personnel: Conrad and Altmaier (2009) studied
the relationship between social support and levels of
adjusiment in children with cancer who attended a
residential summer camp. Adjustment was measured
by having parents complete the Child Behavior
Checklist.

Evaluation of Structured Observation

Structured observation is an important data col-
lection method, particularly for recording
aspects of people’s behaviors when they are not
capable of describing them reliably in self-
reports. Observational methods are particularly
valuable for gathering data about infants and
children, older people who are confused or agi-
tated, or people whose communication skills are
impaired.

Observations, like self-reports, are vulnerable to
biases. One source of hias comes from those being
observed. Participants may distort their behaviors
in the direction of “looking good.” They may also
behave atypicaly because of their awareness of
being observed, or their shyness in front of
strangers or a camera.
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Biases can also reflect human perceptual errors.
Observation and interpretation are demanding
tasks, requiring attention, perception, and concep-
tion. To accomplish these activities in a com-
pletely objective fashion is challenging and
perhaps impossible. Biases are especidly likely to
operate when a high degree of observer inference
isrequired.

Several types of observational bias are particu-
larly common. One bias is the enhancement of
contrast effect, in which observers distort observa-
tions in the direction of dividing content into clear-
cut entities. The converse effect—a bias toward
central tendency—occurs when extreme events
are distorted toward a middle ground. With assimi-
latory biases, observers distort observationsin the
direction of identity with previousinputs. Thisbias
would have the effect of miscategorizing informa-
tion in the direction of regularity and orderliness.
Assimilation to the observer's expectations and
attitudes also occurs.

Rating scales are also susceptible to bias. The
halo effect is the tendency of observersto be influ-
enced by one characteristic in judging other, unre-
lated characteristics. For example, if we formed a
positive general impression of a person, we might
rate that person as intelligent, loyal, and depend-
able simply because these traits are positively val-
ued. Ratings may reflect observers personality.
Theerror of leniency isthe tendency for observers
to rate everything positively, and the error of
severity is the contrasting tendency to rate too
harshly.

The careful construction and pretesting of check-
lists and rating scales, and the proper training and
preparation of observers, play an important role in
minimizing biases. To become a good instrument
for collecting observational data, observers must be
trained to observein amanner that maximizes accu-
racy. Even when the lead researcher is the primary
observer, self-training and dry runs are essential.
The setting during the trial period should resemble
as closely as possible the settings that will be the
focus of actual observations.

Ideally, training should include practice sessions
in which the comparability of observers' recordings



is assessed. That is, two or more independent
observers should watch atria situation, and obser-
vational coding should then be compared. Proce-
dures for assessing the interrater reliability of
structured observations are described in the next
chapter.

:) T 1P : Observations should be made in a neutral, nonjudg-
mental manner. People being observed are more likely to behave
atypically if they think they are being critically appraised. Even posi-
tive cues (such as nodding approval) should be withheld because
approval may induce repefition of a behavior that might not other-
wise have occurred.

BIOPHYSIOLOGIC
MEASURES

Settings in which nurses work are typicaly filled
with a wide variety of technical instruments for
measuring physiologic functions. It is beyond the
scope of this book to describe the many kinds
of biophysiologic measures available to nurse
researchers. Our goals are to present an overview
of biophysiologic measures, to illustrate their use
in research, and to note considerations in decisions
to use them.

Purposes of Collecting
Biophysiologic Data

Clinical nursing studies involve biophysiologic
instruments both for creating independent variables
(e.g., a biofeedback intervention) and for measur-
ing outcomes. For the most part, our discussion
focuses on the use of biophysiologic measures as
dependent (outcome) variables. Examples of the
purposes of collecting biophysiologic data include
the following:

1. Sudies of basic biophysiologic processes that
have relevance for nursing care. These studies
involve healthy participants or an animal
species. For example, Dorsey and colleagues
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(2009) studied mechanisms underlying painful
peripheral neuropathy in the treatment of HIV
using a whole-genome microassay screen with
amouse model.

. Descriptions of the physiologic consequences

of nursing and healthcare. These studies do
not focus on specific interventions, but rather
are designed to learn how standard procedures
affect patients physiologic outcomes. For
example, Kang and colleagues (2009) tracked
immune recovery (e.g., natural killer cell
activity) in the 12 months following cancer
treatment among women with early-stage
breast cancer.

. Bvaluations of a specific nursing intervention.

Some studies involve testing the effects of a
new intervention, usually in comparison with
standard methods of care or alternative inter-
ventions. Typically, these studies test the
hypothesis that the innovation will result in
improved biophysiologic outcomes among
patients. As an example, Yeo (2009) tested the
effects of awalking versus stretching exercise
on preeclampsia risk factors such as heart rate
and blood pressure in sedentary pregnant
women.

. Assessments of products or clinical proce-

dures. Some studies evaluate products designed
to enhance patient health or comfort, or test
aternative products and procedures. For
example, Mathew and colleagues (2009) col-
lected central catheter blood samples using
three alternative methods and compared blood
culture results.

. Sudies of the correlates of physiologic func-

tioning in patients with health problems.
Researchers study possible antecedents and
conseguences of biophysiologic outcomes to
gain insight into potential treatments or modes
of care. Nurse researchers have also studied
biophysiologic outcomes in relation to socia
or psychological characteristics. As an exam-
ple, Neira and colleagues (2009) studied the
association between glucose metabolism and
cardiometabolic risk factors in Hispanics at
risk for metabolic syndrome.
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Types of Biophysiologic Measures

Physiologic measurements are either in vivo or in
vitro. In vivo measurements are performed directly
in or on living organisms. Examples include mea-
sures of oxygen saturation, blood pressure, and body
temperature. Anin vitro measurement, by contrast,
is performed outside the organism’s body, as in the
case of measuring serum potassium concentration in
the blood.

In vivo measures often involve the use of highly
complex instrumentation systems, involving (for
example) astimulus, sensing equipment (e.g., trans-
ducers), signal-conditioning equipment to reduce
interference, display equipment, and recording and
data processing equipment. In vivo instruments
have been developed to measure all bodily func-
tions, and technological improvements continue to
advance our ability to measure biophysiologic
phenomena more accurately, more conveniently,
and more rapidly than ever before. The uses to
which such instruments have been put by nurse
researchers are richly diverse.

Example of a study with in vivo measures:
Ayhan and colleagues (2009) randomly assigned
patients undergoing a thyroidectomy to two oxygen-
delivery methods [F%ce mask and nasal cannula) and
then assessed the effect on peripheral oxygen satura-
fion, measured by pulse oximetry every 5 minutes for
30 minutes.

With in vitro measures, data are gathered by
extracting physiologic material from people and sub-
mitting it for laboratory analysis. Nurse researchers
may or may not be involved in the extraction of the
material; however, the analysis is normally done by
specidized laboratory technicians. Usually, each lab-
oratory establishes arange of normal values for each
measurement, and this information is critica for
interpreting the results. Several classes of laboratory
analysis have been used by nurse researchers, includ-
ing chemical measurements (e.g., measures of potas-
sium levels), microbiologic measures (e.g., bacterial
counts), and cytologic or histologic measures (e.g.,
tissue biopsies). Laboratory analyses of blood and
urine samples are the most frequently used in vitro
mesasures in nursing investigations.
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Example of a study with in vitro measures:
Choi and Rankin (2009 studied factors influencing
glucose control in Korean immigrants with g/pe 2
diabetes. A finger sfick blood test was used to assess
levels of glycosylated hemoglobin (HbATc).

Selecting a Biophysiologic Measure

The most basic issue in selecting a physiologic mea-
sure is whether it will yield good information about
research variables. In some cases, researchers need
to consider whether the variable should be measured
by observation or self-report instead of (or in addi-
tion to) using biophysiologic equipment. For exam-
ple, stress could be measured by asking people
questions (e.g., using the State-Trait Anxiety Inven-
tory), by observing their behavior during exposureto
stressful stimuli, or by measuring heart rate, blood
pressure, or levels of adrenocorticotropic hormone
in urine samples.

Severa other considerations should be kept in
mind in selecting a biophysiologic measure. Some
key questions include the following:

¢ |s the eguipment or laboratory analysis you
need readily available to you? If not, can it be
borrowed, rented, or purchased?

e Can you operate the required equipment and

interpret its results, or do you need training?

Are resources available to help you with opera-

tion and interpretation?

Will you have difficulty obtaining permission to

use the equipment from an Institutional Review

Board or other institutional authority?

e Do your activities during data collection permit
you to record data simultaneously, or do you
need an instrument system with recording
equipment (or aresearch assistant)?

¢ |s a single measure of the dependent variable
sufficient, or are multiple measures needed for a
reliable estimate? If the latter, what burden does
this place on participants?

e Are your measures likely to be influenced by
reactivity (i.e., participants awareness of their
status)? If so, can aternative or supplementary
nonreactive measures be identified, or can the
extent of reactivity bias be assessed?



¢ |sthe measure you plan to use sufficiently accu-
rate and sensitive to variation?

¢ Areyou thoroughly familiar with rules and safety
precautions, such as grounding procedures, espe-
cially when using electrical equipment?

Evaluation of Biophysiologic Measures

Biophysiologic measures offer the following advan-
tages to nurse researchers:

* Biophysiologic measures are accurate and pre-
cise compared with psychologica measures
(e.g., self-report measures of anxiety).

¢ Biophysiologic measures are objective. Two
nurses reading from the same sphygmomanome-
ter are likely to obtain the same blood pressure
measurements, and two different sphygmomano-
meters are likely to produce identical readouts.
Patients cannot easily distort measurements of
biophysiologic functioning deliberately.

¢ Biophysiologic instruments provide valid mea-
sures of targeted variables. thermometers can
be depended on to measure temperature and not
blood volume, and so forth. For self-report and
observational measures, it is often more diffi-
cult to be certain that the instrument is really
measuring the target concept.

Biophysiologic measures also have a few
disadvantages:

e The cost of collecting some types of biophysio-
logic data may be low or nonexistent, but when
laboratory tests are involved, they may be more
expensive than other methods (e.g., assessing
smoking status by means of cotinine assays ver-
sus self-report).

e The measuring tool may affect the variablesitis
attempting to measure. The presence of a sens-
ing device, such as a transducer, located in a
blood vessel partially blocks that vessel and,
hence, alters the pressure-flow characteristics
being measured.

¢ Energy must often be applied to the organism
when taking the biophysiologic measurements,
extreme caution must continually be exercised
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to avoid the risk of damaging cells by high-
energy concentrations.

The difficulty in choosing biophysiologic mea-
sures for nursing studies lies not in their shortage,
nor in their questionable utility, nor in their inferi-
ority to other methods. Indeed, they are plentiful,
often highly reliable and valid, and extremely
useful in clinical nursing studies. Care must be
exercised, however, in selecting instruments or lab-
oratory analyses with regard to practical, ethical,
medical, and technical considerations.

IMPLEMENTING A
DATA COLLECTION
PLAN

Data quality in a quantitative study is affected by
both the data collection plan and how the plan is
implemented.

Selecting Research Personnel

An important decision concerns who will actually
collect the research data. In small studies, the lead
researcher usually collects the data personally. In
larger studies, however, this may not be feasible.
When data are collected by others, it isimportant to
select appropriate people. In general, they should
be neutral agents through whom data passes—that
is, their characteristics or behavior should not
affect the substance of the data. Some considera-
tions that should be kept in mind when selecting
research personnel are asfollows:

e Experience. Research staff ideally have had
prior experience collecting data (e.g., prior
interviewing experience). If thisis not feasible,
look for people who can readily acquire the
necessary skills (e.g., an interviewer should
have good verbal and socia skills).

e Congruity with sample characteristics. If possi-
ble, data collectors should match participants
with respect to racial or cultural background
and gender. The greater the sensitivity of the
questions, the greater the desirability of match-
ing characteristics.
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e Unremarkable appearance. Extremes of
appearance should be avoided. For example,
data collectors should not dress very casually
(e.g., in shorts and tee shirts), nor formally
(eg., in designer clothes). Data collectors
should not wear anything that conveys their
political, social, or religious views.

¢ Personality. Data collectors should be pleasant
(but not effusive), sociable (but not overly talk-
ative), and nonjudgmental (but not unfeeling
about participants' lives). The goal is to have
nonthreatening data collectors who can put par-
ticipants at ease.

In some situations, researchers cannot select
research personnel. For example, the data collectors
may be staff nurses employed at a hospital. Training
of the data collection staff is particularly important in
such situations. Even if there are no additional data
collection staff, researchers should self-monitor their
demeanor and prepare for their role with care.

Training Data Collectors

Depending on prior experience, training will need
to cover both general procedures (e.g., how to
probe in an interview) and ones specific to the
study (e.g., how to ask aparticular question). Train-
ing can often be done in a single day, but complex
projects require more time. The lead researcher is
usually the best person to conduct the training and
to develop training materials.

Data collection protocols usualy are a good
foundation for a training manual. The manual
normally includes background materias (e.g., the
study aims), general instructions, specific instruc-
tions, and copies of all dataforms.

:) T1P: Atable of contents for a training manual is

included in the Toolkit of the accompanying Resource Manual.
Models for some of the sections in this table of contents (a section on
avoiding inferviewer bias and another on how to probe) are also
available in the Toolkit. If you are collecting the data yourself, you
may not need a training manual, but you should learn techniques of
professional interviewing.
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The agenda for the training should cover the
content of the training manual, elaborating on any
portion that is especially complex. Training usually
includes demonstrations of fictitious data collec-
tion sessions, performed either live or on video-
tape. Finaly, training usually involves having
trainees do trial runs of data collection (e.g., mock
interviews) in front of the trainers to demonstrate
their understanding of the instructions. Thompson
and colleagues (2005) provide some additional tips
relating to the training of research personnel.

Example of data collector training: In a two-
wave panel study of the health of nearly 4,000 low-
income families, Polit and colleagues (2001) trained
about 100 inferviewers in 4 research sites. Each
fraining session lasted 3 days, including a half day
of training on the use of CAPI. At the end of the train-
ing, several trainees were not kept on as inferviewers

ecause they were not skillful in mastering their
assignments.

CRITIQUING
STRUCTURED
METHODS OF DATA
COLLECTION

The goal of adata collection planisto produce data
that are of exceptiona quality. Every decision
researchers make about data collection methods
and procedures is likely to affect data quality, and
hence overall study quality. These decisions should
be critiqued in evaluating the study’s evidence to
the extent possible. The critiquing guidelines in
Box 13.3 ©." focus on globa decisions about the
design and implementation of a data collection
plan. Unfortunately, data collection procedures are
often not described in detail in research reports,
owing to space constraints in journals. A full cri-
tique of data collection plansisrarely feasible.

A second set of critiquing guidelines is pre-
sented in Box 13.4. These questions focus on
the specific methods of collecting research data in
quantitative studies. Further guidance on drawing
conclusions about data quality in quantitative stud-
iesis provided in the next chapter.
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BOX 13.3 Guidelines for Critiquing Data Collection Plans in .

Quantitative Studies

. Was the collection of data using structured methods (in confrast with unstructured methods) consistent with
study aims®

. Were the right methods used fo collect the data (selfreport, observation, efc.]2 VWas friangulation of methods
used appropriately? Should supplementary data collection methods have been used to enrich the data
available for analysise

. Was the right amount of data collected? Were data collected to address the varied needs of the study?

Was too much data collected in terms of burdening study participants—and, if so, how might this have

affected data quality?

Did the researcher select good instruments, in terms of congruence with underlying constructs, data quality,

reputation, efficiency, and so on2 Were new instruments developed without a justifiable rationale?

Were dafa collection instruments adequately pretested?

Did the report provide sufficient information about data collection procedures?

Who collected the dafa? VWere data collectors judiciously chosen, with traits that were likely to enhance

dafa quality?

Was the training of data collectors described? Wias the training adequate? Were steps taken to improve

data collectors” ability to elicit or produce high-quality data, or to monitor their performance?

Where and under what circumsfances were data gathered? Was the setting for data collection appropriate?

Were other people present during data collection@ Could the presence of others have resulted in any

biases?

. Were dafa collectors blinded to study hypotheses or to participants” group sfatuse

BOX 13.4 Guidelines for Critiquing Structured Data

Collection Methods

. If selfreport methods were used, did the researcher make good decisions about the specific method used to solicit

selfreport information (e.g., mix of open- and closed-ended questions, use of composite scales, and so on|2

. Was the instrument package adequately described in terms of reading level of the questions, length of time

to complete it, modules included, and so on?

. Was the mode of obtaining the self-report data appropriate [e.g., in-person interviews, mailed SAQs, Internet

questionnaires, and so on)?e

. Were selfreport data gathered in @ manner that promoted high-quality and unbiased responses (e.g., in

terms of privacy, efforts fo put respondents at ease, and so on|2

. If observational methods were used, did the report adequately describe the specific constructs that were

observed? What was the unit of observation, and was this appropriate?

. Was a category system or rating system used fo organize and record observations? VWas the category system

exhaustive? How much inference was required of the observers2 Were decisions about exhaustiveness and
degree of observer inference appropriate?

. What methods were used to sample observational units VWas the sampling approach a good one, and

did it likely yield a representative sample of behaviore

. To what degree were observer biases controlled or minimized?
. Were biophysiologic measures used in the study, and was this appropriate? Did the researcher appear to

have the skills necessary for proper inferprefation of biophysiclogic measures?
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00000000000000000
RESEARCH EXAMPLE

In the study described next, a variety of data collec-
tion approaches was used to measure study variables.

Study: Predicting children’s response to distraction from
pain (Dr. Ann McCarthy & Dr. Charmaine Kleiber,
Principal Investigators, NINR grant 1-R01-NR005269).

Statement of Purpose: Drs. McCarthy and Kleiber
developed and tested an intervention to train parents
as coaches to distract their children during insertion
of anintravenous (IV) catheter. The overall study pur-
pose was to test the effectiveness of the intervention
in reducing children’s pain and distress, to identify
factors that predicted which children benefited from
the distraction, and to identify characteristics of par-
ents who were successful in distracting their children.

Design: In this multisite clinical trial, 542 parents were
randomly assigned to an intervention group or ausual-
care control group. Their children, aged 4 to 10, were
scheduled to undergo an |V insertion for a diagnostic
medical procedure. Parents in the intervention group
received 15 minutes of training regarding effective
methods of distraction before the child’s 1V insertion.

Data Collection Plan: The researchers collected awide
range of data both prior to and following the inter-
vention and |V procedure, using self-report, observa-
tional, and biophysiologic measures. Their data col-
lection plan included the use of formal instruments
for describing sample characteristics, for assessing
key outcomes of children’s pain and distress, for
measuring parent and child factors they hypothesized
would predict the intervention’s effectiveness, for
capturing characteristics of the IV procedure, and for
evaluating treatment fidelity in terms of parental suc-
cess with distraction coaching. The researchers
undertook a thorough literature review to identify
factors influencing children’s responses to a painful
procedure, and developed a model that guided their
data collection efforts. Before undertaking the full-
scale study, the instruments were pilot tested
(Kleiber & McCarthy, 2006). The pilot test was used
to assess whether the instruments were understand-
able, to evaluate the quality of datathey would yield,
and to explore interrelationships among study vari-
ables. The researchers noted “the value of evaluating
instruments prior to the initiation of a larger study”
(p. 104). Because of the extensiveness of their data

collection plan, we describe only afew specific mea-
sures here.

Self-Report Instruments: Both parents and children

provided self-report data. For example, scores on the
Oucher Scale, a self-report measure of children’s
pain, were used as an outcome variable. Children also
reported their level of anxiety on a visual analog
scale. Another child self-report instrument (Child
Behavioral Style Scale) measured their coping style,
using a vignette-type approach with four stressful
scenarios. Parents completed self-administered ques-
tionnaires that incorporated scales to measure parent-
ing style (Parenting Dimensions Inventory) and
anxiety (State-Trait Anxiety Inventory). They also
completed instruments that described their children’s
temperament (Dimensions of Temperament Survey).

Observational Instruments: A research assistant video-

taped the parent and the child during the time they
were in the treatment room. Videotapes were entered
into a computerized video editing program and
divided into 10-second intervals for analysis. The
authors coded the parents' behavior in terms of the
quality and frequency of distraction coaching, using
an observational instrument that the researchers care-
fully developed, the Distraction Coaching Index
(Kleiber et al., 2007). The videotapes were also used
to code the children’s behavioral distress, using the
Observation Scale of Behavioral Distress.

Biophysiologic M easures: Children’s stresswas also mea-

sured using salivary cortisol levels. The chew-and-spit
technique was used to collect sdivary samples. Chil-
dren chewed apiece of sugarlessgum asasalivary stim-
ulant. After discarding the gum, the children spat saliva
into acollection tube. Each child provided four sdivary
cortisol samples: before 1V insertion, 20 minutes after
IV insertion, and two home samplesto assessthe child's
baseline cortisol levels. Care was taken to ensure the
integrity of the samples and to control conditions under
which they were obtained (McCarthy et a., 2009).

Key Findings: Results from this extensive study are just

appearing in the literature. Early published results
have indicated that parents in the intervention group
had significantly higher scores than those in the con-
trol group for distraction coaching frequency and qual-
ity (Kleiber et a., 2007). The researchers aso found,
using data from control group children, that baseline
cortisol levels were lower than levels obtained in the
clinics, and that cortisol levels increased following IV
insertion, supporting the utility of cortisol levels as a
measure of stress response (McCarthy et a., 2009).



SUMMARY POINTS

e Quantitative researchers typicaly develop a
detailed data collection plan before they begin
to collect their data For structured data,
researchers use formal data collection instru-
ments that place constraints on those collecting
data and those providing them.

An early step in developing a data collection
plan is the identification and prioritization of
data needs. After data needs have been identi-
fied, measures of the variables must be located.
The selection of existing instruments should be
based on such considerations as conceptual suit-
ability, data quality, cost, population appropri-
ateness, and reputation.

Even when existing instruments are used, the
instrument package should be pretested to
assess its length, clarity, and overall adequacy.
Structured self-report instruments (interview
schedules or questionnaires) may include open-
or closed-ended questions. Open-ended ques-
tions permit respondentsto reply in narrative fash-
ion, whereas closed-ended (or fixed-alter native)
questions offer response alternatives from which
respondents must choose.

Types of closed-ended questions include (1)
dichotomous questions, which require a choice
between two options (e.g., yes/no); (2) multiple-
choice questions, which offer a range of aterna-
tives; (3) rank-order questions, in which
respondents are asked to rank concepts on a con-
tinuum; (4) forced-choice questions, which
require respondents to choose between two com-
peting positions; (5) rating questions, which ask
respondents to make judgments along a bipolar
dimension; (6) checklists that have severd
questions with the same response format; and
(7) visual analog scales (VA Ss), which are used to
measure subjective experiences such as pain.
Event history calendars and diaries are used to
capture data about the occurrence of events.
Composite psychosocial scales are multiple-
item self-report tools for measuring the degree to

Chapter 13 Data Collection in Quantitative Research o 325

which individuals possess or are characterized
by target attributes.

Likert scales (summated rating scales) com-
prise a series of statements (items) about a phe-
nomenon. Respondents typically indicate degree
of agreement or disagreement with each state-
ment; a total score is computed by summing
item scores, each of which is scored for the
intensity and direction of favorability expressed.
Semantic differentials (SDs) consist of a series
of bipolar rating scales on which respondents
indicate reactions toward a phenomenon; scales
can measure an evauative (e.g., good/bad),
activity (e.g., active/passive), or potency (e.g.,
strong/weak) dimension.

Q sorts, in which people sort a set of card state-
ments into piles according to specified criteria,
can be used to measure attitudes, personality,
and other psychologica traits.

Vignettes are brief descriptions of an event or
situation to which respondents are asked to react.
They are used to assess respondents’ percep-
tions, hypothetical behaviors, or decisions.
Questionnaires are less costly and time-consum-
ing than interviews, offer the possibility of
anonymity, and run no risk of interviewer bias.
Interviews have higher response rates, are suit-
able for a wider variety of people, and yield
richer data than questionnaires.

Data quality in interviews depends on interview-
ers interpersonal skills. Interviewers must put
respondents at ease and build rapport, and need to
be skillful at probing for additional information
when respondents give incomplete responses.
Group administration is the most economical way
to distribute questionnaires. Another approach is
to mail them, but this method tends to have low
response rates, which can result in bias. Ques-
tionnaires can be distributed viathe Internet, most
often as a web-based survey that is accessed
through a hypertext link. Several techniques, such
as follow-up reminders and good cover letters,
increase response rates to questionnaires.
Structured self-reports are vulnerable to the risk
of reporting biases. Response set biases reflect
the tendency of some people to respond to
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questions in characteristic ways, independently
of content. Common response setsinclude social
desirability, extreme response, and acquies-
cence (yea-saying).

e Structured observational methods impose con-
straints on observers, to enhance the accuracy
and objectivity of observations and to obtain
an adequate representation of phenomena of
interest.

e Checklists are used in observations to recording
the occurrence or frequency of designated
behaviors, events, or characteristics. Checklists
are based on category systems for encoding
observed phenomenainto discrete categories.

e With rating scales, observers rate phenomena
along a dimension that is typically bipolar (e.g.,
passivelaggressive); ratings are made either at
specific intervals (e.g., every 5 minutes) or after
observations are completed.

e Time sampling involves the specification of the
duration and frequency of observational periods
and intersession intervals. Event sampling
selects integral behaviors or events of a specia
type for observation.

e Observational methods are an excellent way to
operationalize some constructs, but are subject
to various biases. The greater the degree of
observer inference, the more likely that distor-
tions will occur. The most prevalent observer
biases include the enhancement of contrast
effect, central tendency bias, the halo effect,
assimilatory biases, errors of leniency, and
errorsof severity.

e Biophysiologic measures comprise in vivo
measurements (those performed within or on
living organisms, like blood pressure measure-
ment) and in vitro measurements (those per-
formed outside the organism’s body, such as
blood tests).

e Biophysiologic measures are objective, accurate,
and precise, but care must be taken in using such
measures with regard to practical, technical, and
ethical considerations.

e When researchers cannot collect the data with-
out assistance, they should carefully select data
collection staff and formally train them.
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STUDY ACTIVITIES

Chapter 13 of the Resource Manual for Nursing
Research: Generating and Assessing Evidence
for Nursing Practice, 9th edition, offers exercises
and study suggestions for reinforcing concepts
presented in this chapter. In addition, the follow-
ing study questions can be addressed:

1. Suppose you were planning to conduct a
statewide study of the work plans and inten-
tions of nonemployed registered nurses in
your state. Would you ask mostly open-
ended or closed-ended questions? Would
you adopt an interview or questionnaire
approach? If a questionnaire, how would you
distribute it?

2. Suppose that the study of nonemployed nurses
were done by a mailed questionnaire. Draft a
cover |etter to accompany it.

3. A nurseresearcher is planning to study temper
tantrums displayed by hospitalized children.
Would you recommend using a time sampling
approach? Why or why not?
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Data Quality

n ideal data collection procedure is one that

captures a construct in a way that is accu-
rate, truthful, and sensitive. Biophysiologic meth-
ods have a higher chance of success in attaining
these goals than self-report or observational meth-
ods, but no method is flawless. In this chapter, we
discuss criteria for evaluating the quality of data
obtained with structured instruments.

We begin by discussing principles of measure-
ment. Our discussion is based primarily on classical
measurement theory (CMT), the leading theory
with regard to the measurement of affective constructs
(i.e., constructs such as self-esteem or depression).
An alternative measurement theory (item response
theory or IRT) has gained in popularity, especialy
for measuring cognitive constructs (e.g., knowledge).
We discuss IRT briefly in Chapter 15.

MEASUREMENT

Quantitative studies derive data through the mea-
surement of variables. Measurement involves
assigning numbers to represent the amount of an
attribute present in an object or person, using a
specified set of rules. Quantification and measure-
ment go hand in hand. Attributes are not constant;
they vary from day to day or from one person to
another. Variability is presumed to be capable of a
numeric expression signifying how much of an
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Measurement and

attribute is present. The purpose of assigning num-
bersisto differentiate between people with varying
degrees of the attribute.

Rules and Measurement

Measurement involves assigning numbers accord-
ing to rules. Rules for measuring temperature,
weight, and other physical attributes are familiar to
us. Rules for measuring many variables for nursing
studies, however, have to be invented. Whether the
data are collected by observation, self-report, or
some other method, researchers must specify crite-
riafor assigning numeric valuesto the characteristic
of interest.

As an example, suppose we were studying
parental attitudes toward dispensing condoms in
school clinics, and we asked parents their extent of
agreement with the following statement:

Teenagers should have access to contraceptivesin
schoal clinics.
(1 Strongly disagree
(1 Disagree
(1 Slightly disagree
(1 Neither agree nor disagree
1 Slightly agree
1 Agree
(1 Strongly agree



Responses to this question can be quantified by
devel oping asystem for assigning numbersto them.
Note that any rule would satisfy the definition of
measurement. We could assign the value of 30 to
“strongly agree” 28to “agree” 20 to “dightly agree”
and so on, but there is no justification for doing so.
In measuring attributes, researchers strive to use
good, meaningful rules. Without a priori knowledge
of the “distance” between response options, the
most practical approach isto assigna7to “strongly
agree” and a 1 to “strongly disagree” This rule
would quantitatively differentiate, in increments of
one point, among people with seven different opin-
ions. Researchers seldom know in advance if their
rules are the best possible. New measurement rules
reflect hypotheses about how attributes vary. The
adequacy of the hypotheses—that is, the worth of
the instruments—needs to be assessed empirically.

Researcherstry to link numeric valuesto reality.
To state this goal more technically, measurement
procedures are ideally isomorphic to reality. The
term isomor phism signifies equivalence or similar-
ity between two phenomena. An instrument cannot
be useful unless the measurements resulting from it
correspond with the real world.

To illustrate the concept of isomorphism, suppose
a standardized test was administered to 10 students,
who obtained the following scores: 345, 395, 430,
435, 490, 505, 550, 570, 620, and 640. These values
are shown at thetop of Figure 14.1. Suppose that in

350 400 450

Obtained
scores

"Reality"
(true scores)

350 400 450
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reality the students’ true scores on a hypothetically
perfect test were as follows: 360, 375, 430, 465,
470, 500, 550, 610, 590, and 670, shown at the
bottom of Figure 14.1. Although not perfect, the
test came close to representing true scores; only
two people (H and |) were improperly ordered.
This example illustrates a measure whose isomor-
phism with reality is high but improvable.
Researcherswork with fallible measures. Instru-
ments that measure psychosocia phenomena are
less likely to correspond to reality than physical
measures, but few instruments are error free.

Advantages of Measurement

What exactly does measurement accomplish? Con-
sider how handicapped healthcare professionals
would be in the absence of measurement. What
would happen, for example, if there were no mea-
sures of blood pressure or temperature? Subjective
evaluations of clinical outcomes would have to be
used. A principal strength of measurement is that it
removes subjectivity and guesswork. Because mea-
surement is based on explicit rules, resulting infor-
mation tends to be objective—that is, it can be
independently verified. Two people measuring the
weight of a person using the same scale would
likely get identical results. Most measures incorpo-
rate mechanisms for minimizing subjectivity.

500 550 600 650

1

500 550 600 650

FIGURE 14.1 Relationship between obtained and true scores for a hypothetical set of test scores.
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Measurement also makes it possible to obtain
reasonably precise information. Instead of describ-
ing Nathan as “rather tall,” we can depict him as
being 6 feet 3 inches tall. With precise measures,
researchers can differentiate among people with
different degrees of an attribute.

Finally, measurement is a language of commu-
nication. Numbers are less vague than words and
can communicate information more accurately. If a
researcher reported that the average oral tempera-
ture of a sample of patients was “somewhat high,”
different readers might make different inferences
about the sample’'s physiologic state. However, if
the researcher reported an average temperature of
99.6°F, there would be no ambiguity.

Errors of Measurement

Procedures for obtaining measurements, as well as
the objects being measured, are susceptible to influ-
ences that can ater the resulting data. Some influ-
ences can be controlled to a certain degree, and
attempts should be made to do so, but such efforts
arerarely completely successful.

Instruments that are not perfectly accurate yield
measurements containing some error. Within clas-
sical measurement theory, an observed (or obtained)
scor e can be conceptualized as having two parts—
an error component and a true component. This can
be written symbolically as follows:

Obtained score = True score =+ Error
or
Xo = Xt = Xg

The first term in the equation is an observed
score—for example, ascore on an anxiety scale. X
isthe value that would be obtained with aninfallible
measure. The true score is hypothetical—it can
never be known because measures are not infallible.
The final term is the error of measurement. The
difference between true and obtained scoresis the
result of factors that distort the measurement.

Decomposing obtained scores in this manner
highlights an important point. WWhen researchers mea-
sure an attribute, they are also measuring attributes
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that are not of interest. The true score component is
what they hope to isolate; the error component is a
composite of other factors that are also being mea-
sured, contrary to their wishes. This concept can be
illustrated with an exaggerated example. Suppose a
researcher measured the weight of 10 people on a
spring scale. As participants step on the scale, the
researcher places a hand on their shoulders and
applies pressure. The resulting measures (the X5S)
will be biased upward because scores reflect both
actual weight (Xy) and pressure (Xg). Errors of
measurement are problematic because their valueis
unknown and al so becausethey often arevariable. In
this example, the amount of pressure applied likely
would vary from one person to the next. In other
words, the proportion of true score component in
an obtained score varies from one person to the next.
Many factors contribute to errors of measure-
ment. Some errors are random while others are sys-
tematic, reflecting bias. Common influences on
measurement error include the following:

1. Stuational contaminants. Scores can be affected
by the conditions under which they are produced.
A participant’s awareness of an observer’s
presence (reactivity) is one source of bias.
Environmental factors, such as temperature,
lighting, and time of day, are potential sources
of measurement error.

2. Transitory personal factors. A person’s score
can be influenced by such persona states as
fatigue or mood. In some cases, such factors
directly affect the measurement, as when anxi-
ety affects pulse rate measurement. In other
cases, personal factors alter scores by influenc-
ing people’'s motivation to cooperate, act natu-
rally, or do their best.

3. Response-set biases. Relatively enduring char-
acteristics of people can interfere with accu-
rate measurements. Response sets such as socia
desirability or acquiescence are potential biases
in self-report measures, particularly in psycho-
logical scales (Chapter 13).

4. Administration variations. Alterations in the
methods of collecting data from one person to
the next can result in score variations unrelated



to variationsin the target attribute. For example,
if some physiologic measures are taken beforea
feeding and others are taken after a feeding,
then measurement errors can potentialy occur.

5. Instrument clarity. If the directions on an
instrument are poorly understood, then scores
may be affected. For example, questions in a
self-report instrument may be interpreted dif-
ferently by different respondents, leading to a
distorted measure of the variable.

6. Item sampling. Errors can be introduced as a
result of the sampling of items used in the
measure. For example, a nursing student’'s
score on a 100-item test of critical care nursing
knowledge will be influenced by which 100
guestions are included. A person might get 95
questions correct on one test but only 92 right
on another similar test.

7. Instrument format. Technical characteristics of
an instrument can influence measurements.
For example, the ordering of questions in an
instrument may influence responses.

:) T 1P : The Toolkit section of Chapter 14 of the
Resource Manual includes a list of suggestions for enhancing
data quality and minimizing measurement error in quantitafive studies.

RELIABILITY OF
MEASURING
INSTRUMENTS

Thereliability of aquantitative instrument isamajor
criterion for assessing its quality. An instrument’s
reliability isthe consistency with which it measures
the target attribute. If a scale weighed a person at
120 pounds one minute and 150 pounds the next, it
would be unrdligble. The lessvariation an instrument
produces in repeated measurements, the higher its
reliability. Thus, reliability can be equated with a
measure’s stability, consistency, or dependability.
Reliahility also concerns accuracy. An instrument
isreliable to the extent that its measures reflect true
scores—that is, to the extent that measurement errors
are absent from obtained scores. Reliable measures
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maximize the true score component and minimize
error.

These two ways of explaining reliability (con-
sistency and accuracy) are not so different as they
might appear. Errors of measurement that impinge
on an instrument’s accuracy also affect its consis-
tency. The example of the scale with variable
weight readings illustrates this point. Suppose that
the true weight of a person is 125 pounds, but that
two independent measurements yielded 120 and
150 pounds. In terms of the equation presented in
the previous section, we could express the mea-
surements as follows:

120=125-5
150 = 125 + 25

The errors of measurement for the two trials (-5
and +25, respectively) resulted in scores that are
inconsistent and inaccurate.

Thereliability of aninstrument can be assessed in
various ways, and the appropriate method depends
on the nature of the instrument and on the aspect of
reliability of greatest concern. Three key aspects are
stability, internal consistency, and equivalence.

Stability

The stability of an instrument is the extent to which
similar scores are obtained on separate occasions.
The reliability estimate focuses on the instrument’s
susceptibility to extraneous influences over time,
such as participant fatigue.

Assessments of stability involve procedures that
evaluate test—retest reliability. Researchers admin-
ister the same measure to a sample twice and then
compare the scores. The comparison is performed
objectively by computing areliability coefficient,
which is an index of the magnitude of the test’s
reliability.

To explain reliability coefficients, we must dis-
cuss a statistic called a correlation coefficient. We
have pointed out that researchers seek to detect and
explain relationships among phenomena. For exam-
ple, isthere arelationship between patients' gastric
acidity levels and degree of stress? The correlation
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coefficient isatool for quantitatively describing the
magnitude and direction of a relationship between
two variables. The computation of this index does
not concern us here. It is more important to under-
stand how to read a correlation coefficient.

Two variablesthat are obviously related are peo-
ple's height and weight. Tall people tend to be
heavier than short people. We would say that there
was a perfect relationship if thetallest personin a
population were the heaviest, the second tallest
person were the second heaviest, and so forth. Cor-
relation coefficients summarize how perfect arela-
tionship is. The possible values for a correlation
coefficient range from —1.00 through .00 to +1.00.
If height and weight were perfectly correlated, the
correlation coefficient expressing this relationship
would be 1.00. Because the relationship exists but
is not perfect, the correlation coefficient is in the
vicinity of .50 or .60. The relationship between
height and weight can be described as a positive
relationship because increasesin height tend to be
associated with increases in weight.

When two variables are totaly unrelated, the
correlation coefficient equals zero. One might expect
that women's dress sizes are unrelated to their
intelligence. Large women are as likely to perform
well on 1Q tests as small women. The correlation
coefficient summarizing such a relationship would
presumably be in the vicinity of .00.

Correlation coefficients running from .00 to —1.00
express inverse or negative relationships. When
two variables are inversely related, increases in one
variable are associated with decreases in the second
variable. Suppose that thereis an inverse relationship
between people's age and the amount of deep they
get. Thismeansthat, on average, the older the person,
the fewer the hours of deep. If the relationship were
perfect (e.g., if the oldest person in a population got
the least deep, and so on), the correlation coefficient
would be—1.00. In actuality, the relationship between
age and deep is probably modest—in the vicinity of
—15 or —20. A corrdlation coefficient of this magni-
tude describes awesk relationship: older people tend
to deep fewer hours and younger people tend to deep
more, but nevertheless some younger people eep
few hours, and some older people deep alot.
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Now, we can discuss the use of correlation coef-
ficients to compute reliability estimates. With test—
retest reliability, an instrument is administered twice
to the same people. Suppose we wanted to assess
the stability of a self-esteem scale. Self-esteemisa
fairly stable attribute that does not fluctuate much
from day to day, so we would expect a reliable
measure of it to yield consistent scores on two
occasions. To check the instrument’s stability, we
administer the scale 2 weeks apart to 10 people.
Fictitious data for this example are presented in
Table 14.1. It can be seen that, in general, differ-
ences in scores on the two testings are not large.
The reliability coefficient for test—retest estimates
is the correlation coefficient between the two sets
of scores. In this example, the reliability coefficient
is.95, whichis high.

The value of the reliability coefficient theoreti-
cally can range between —1.00 and +1.00, like other
correlation coefficients. A negative coefficient
would have been obtained in our example if those
with high self-esteem scores at time 1 had low
scores at time 2, and vice versa. In practice, relia-
bility coefficients usualy range between .00 and
1.00. The higher the coefficient, the more stable the

Fictitious Data for
Test-Retest Reliability of
Self-Esteem Scale

TABLE 14.1

PARTICIPANT
NUMBER TIME1 TIME 2
1 55 57
2 49 46
3 /8 74
4 37 35
5 44 46
6 50 56
7 58 55
8 62 66
Q 48 50
10 o7 63 r=.95



measure. Reliability coefficients above .80 usually
are considered good.

The test—retest method is easy, and can be used
with self-report, observational, and physiologic
measures. Yet, this approach has certain disad-
vantages. One issue is that many traits do change
over time, independently of the measure’s stability.
Attitudes, knowledge, perceptions, and so on can
be modified by experiences between testings. Test—
retest procedures confound changes from mea-
surement error with true changes in the attribute.
Still, there are many relatively enduring attributes
for which atest—retest approach is suitable.

Stability estimates suffer from other problems,
however. One possibility isthat people’s responses
(or observers' coding) on the second administra-
tion will be influenced by their memory of initial
responses, regardless of the actual valuesthe second
day. Such memory interference resultsin spuriously
high reliability coefficients. Another difficulty is
that people may actually change as a result of the
first administration. Finally, people may not be as
careful using the same instrument a second time.
If they find the process boring on the second occa-
sion, then responses could be haphazard, resulting
in aspuriously low estimate of stability.

On the whole, reliability coefficients tend to be
higher for short-term retests than for long-term retests
(those greater than 1 month) because of actua
changes in the attribute being measured. Stability
indexes are most appropriate for relatively stable
characteristics such as personality, ahilities, or cer-
tain physical attributes such as adult height.

It might be noted that while most test—retest
effortsinvolve the calculation of astandard correla-
tion coefficient, as just described, other methods are
sometimes used. For example, Yen and Lo (2002)
describe how an intraclass correlation (ICC) approach
offers advantages because of the ability of thisindex
to detect systematic error.

Example of test-retest reliability: Koo and Lynn
[2009) developed the Family Caregiver Medication
Administration Hassles Scale for use with Mexican
American family caregivers of older relafives. The
3-week test—refest reliability for the scale was .64.
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Internal Consistency

Scaesand teststhat involve summing item scores are
typicaly evauated for their internal consistency.
Scaes designed to measure an attribute ideally are
composed of items that measure that attribute and
nothing else. On a scale to measure nurses empathy,
it would beinappropriateto include an item that mea-
sures diagnostic competence. An instrument may be
said to be internally consistent or homogeneous to
the extent that its items measure the samettrait.

Internal consistency reliability is the most
widely used reliability approach. Its popularity
reflects the fact that it is economical (it requires
only one administration) and is the best means of
assessing an especially important source of mea-
surement error in psychosocial instruments, the
sampling of items.

:) T 1P : Many scales contain multiple subscales, each of which
taps distinct but related concepts (e.g., a measure of fatigue might
include subscales for mental and physical fatigue). The infernal con-
sistency of each subscale should be assessed. If subscale scores are
summed for a total score, the scale’s overall internal consistency is
also computed.

The most widely used method for evaluating
internal consistency is coefficient alpha (or Cron-
bach’s alpha). Coefficient a phacan be interpreted
like other reliability coefficients: the normal range
of valuesis between .00 and +1.00, and higher val-
ues reflect higher internal consistency. It is beyond
the scope of this text to explain this method in
detail, but information is available in psychometric
textbooks (e.g., Nunnally & Bernstein, 1994; Waltz,
et a. 2010). Most statistical software can be used to
calculate alpha. The research example at the end
of Chapter 15 presents some computer output for a
reliability analysis.

In summary, coefficient alpha is an index of
internal consistency to estimate the extent to which
different subparts of an instrument (i.e., items) are
reliably measuring the critical attribute. Cronbach’s
alpha does not, however, evaluate fluctuations over
time as a source of unreliability.
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Example of internal consistency reliability:
Villanueva and colleagues (2009) developed and
evaluated a scale to measure nonpsychiatric health-
care providers’ affitudes foward pediatric patients
with mental illness. The 18-item scale had good
internal consistency, alpha=.85.

Equivalence

Equivalence, in the context of reliability assessment,
primarily concerns the degree to which two or more
independent observers or coders agree about scor-
ing. If there is a high level of agreement, then the
assumption is that measurement errors have been
minimized. Nurse researchers are especialy likely
to use this approach with observational measures,
although it can be used in other applications—for
example, for evaluating the consistency of coding
open-ended questions or the accuracy of extracting
data from records.

The reliability of ratings and classifications can
be enhanced by careful training and the specification
of clearly defined, nonoverlapping categories. Even
when such care is taken, researchers should assess
the reliability of observational instruments and
coding systems. In this case, “instrument” includes
both the category or rating system and the observers
or coders making the measurements.

Interrater (or interobserver) reliability can be
assessed using various approaches, which can be
categorized as consensus, consistency, and mea
surement approaches (Stemler, 2004). Many inter-
rater reliability indexes used by nurse researchers
are of the consensus type, in which the goal is to
have observers share a common interpretation of a
construct, and to reach consensus (exact agree-
ment). Consensus measures of interrater reliability
for observational coding involve having two or
more trained observers watching an event simulta-
neously, and independently recording data. The
data are then used to compute an index of agree-
ment between observers. (For coders, information
would be independently coded into categories and
then intercoder agreement would be assessed.)
When ratings are dichotomous, one procedureis to
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calculate the proportion of agreements, using the
following equation:

Number of agreement
Number of agreement + disagreements

Thisformulaunfortunately tends to overestimate
agreements because it failsto account for agreement
by chance. If a behavior being observed were coded
for absence versus presence, the observers would
agree 50% of the time by chance alone. A widely
used statistic in this situation is Cohen’'s kappa,
which adjusts for chance agreements. Different
standards have been proposed for acceptable levels
of kappa, but thereis some agreement that avalue of
.60 is minimally acceptable, and that values of .75
or higher are very good.

For certain types of data (e.g., ratings on a
multipoint scale), correlation techniques are suit-
able, and these typically capture consistency
rather than consensus. For example, a correlation
coefficient can be computed to demonstrate the
strength of the relationship between one rater’s
scores and another’s. The intraclass correlation
coefficient (ICC) can also be used to assess
interrater reliability (Shrout & Fleiss, 1979).

Example of interrater reliability: Voepellewis
and colleagues (2010) assessed the FLACC Behav-
ioral Scale, an observational tool fo assess pain in
crifically ill patients. Exact agreement, kappa values,
and infraclass correlation coefficients suggested
strong interrater reliability of the measure.

Interpretation of Reliability Coefficients

Reliability coefficients are important indicators of
an instrument’'s quality. Unreliable measures
reduce statistical power and hence affect statistical
conclusion validity. If datafail to support a hypoth-
esis, one possibility is that the instruments were
unreliable—not necessarily that the expected rela-
tionships do not exist. Knowing an instrument’s
reliability thus is critical in interpreting research
results, especialy if hypotheses are not supported.

For group-level comparisons, coefficients in the
vicinity of .70 may be adequate (especidly for



subscales), but coefficients of .80 or greater are highly
desirable. By group-level comparisons, we mean that
researchers compare scores of groups, such as mae
versus female or experimental versus control partici-
pants. The rdiability coefficients for measures used
for making decisions about individualsideally should
be .90 or better. For instance, if atest score was used
asacriterion for admission to anursing program, then
the test’s accuracy would be of critical importance to
both the applicants and the school of nursing.

Reliability coefficients have a special interpreta-
tion that relates to our discussion of decomposing
observed scores into error and true score compo-
nents. Suppose we administered a scale that mea-
sures hopefulness to 50 patients with cancer. The
scores would vary from one person to another—
that is, some people would be more hopeful than
others. Some variability in scoresistrue variability,
reflecting real individual differencesin hopeful ness,
some variability, however, is error. Thus,

Vo=V + Vg

whereV 5 = observed total variability in scores
V1 = truevariability
V¢ = variability owing to errors

A reliability coefficient is directly associated
with this equation. Reliability is the proportion of
true variability to the total obtained variability, or

=t
Vo

If, for example, the reliability coefficient were
.85, then 85% of the variability in obtained scores
would represent true individual differences, and
15% of the variability would reflect extraneous
fluctuations. Looked at in this way, it should be
clear why instruments with reliability lower than
.70 are risky to use.

Factors Affecting Reliability

Various things affect an instrument’s reliability, and
these factors are useful to keep in mind in selecting
an instrument. First, thereliability of composite self-
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report and observational scalesis partly afunction of
their length (i.e., number of items). To improve reli-
ability, more items tapping the same concept should
be added. Items that have no discriminating power
(i.e, that dicit dmilar responses from everyone)
should, however, be removed. Item analysis proce-
dures for guiding decisions about item retention,
modification, or deletion are outlined in Chapter 15.

With observational scales, reliability can be
improved by greater precision in defining categories,
or greater clarity in explaining the underlying con-
struct for rating scales. The best means of enhanc-
ing reliability in observational studies, however, is
thorough observer training.

Aninstrument’sreliability isrelated in part to the
heterogeneity of the sample with which it is used.
The more homogeneous the sample (i.e., the more
similar their scores), the lower the reliability coeffi-
cient will be. Thisisbecauseinstruments are designed
to measure differences among those being measured.
If the sample is homogeneous, then it is more diffi-
cult for the instrument to discriminate reliably
among those who possess varying degrees of the
attribute. For example, a depression scale will be
less reliable when administered to a homeless sam-
ple than when it is used with a general population.

An instrument’s reliability is not a fixed entity.
The reliability of an instrument is a property not of
the instrument but rather of the instrument when
administered to certain people under certain con-
ditions. A scale that reliably measures dependence
in hospitalized adults may be unreliable with nurs-
ing homes residents. This means that in selecting
an instrument, it is important to know the charac-
teristics of the group with which it was devel oped.
If the group is similar to the population for a new
study, then the reliability estimate calculated by the
scale developer is probably areasonably good index
of the instrument’s accuracy in the new research.

:) T 1 P : You should not be safisfied with an instrument that will
probably be reliable in your study. The recommended procedure is

to compute new estimates of reliability whenever research data are
collected.
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Finaly, reliability estimates vary according to
the procedures used to obtain them. A scale's test—
retest reliability israrely the samevaue asitsinterna
consistency reliability. In selecting an instrument,
researchers need to determine which aspect of reli-
ability (stability, internal consistency, or equivalence)
isrelevant.

Example of different reliability estimates:
Schilling and colleagues (2009) developed a scale
fo measure selfmanagement of type | diabefes among
adolescents. They evaluated the scale’s reliability
using fest-retest and infernal consistency approaches.
As an example of their findings, the coefficient alpha
for the 7-item Goals subscale was .75. The subscale’s
fest—retest reliability was .60 at 2 weeks and .59 at
3 months.

VALIDITY

A second key criterion for evaluating an instrument
is its validity. Validity is the degree to which an
instrument measures what it is supposed to measure.
When researchers devel op an instrument to measure
hopelessness, they need to be sure that resulting
scores validly reflect this construct and not some-
thing else, like depression.

Reliability and validity are not independent qual-
ities of an instrument. A measuring device that is
unreliable cannot be valid. An instrument cannot
validly measure an attribute if it isinconsistent and
inaccurate. An unreliable instrument contains too
much error to be avalid indicator of the target vari-
able. An instrument can, however, be reliable with-
out being valid. Suppose we had the idea to assess
patients anxiety by measuring their height. We
could obtain highly accurate, consistent measure-
ments of their height, but such measures would not
be valid indicators of anxiety. Thus, the high relia-
bility of an instrument provides no evidence of its
validity; low reliability is evidence of low validity.

Likereliahility, validity has different aspects and
assessment approaches, but unlike reliability, an
instrument’s validity is difficult to evaluate. There
are no equations that can easily be applied to the
scores of a hopel essness scal e to estimate how good
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ajob the scaleis doing in measuring the critical vari-
able. Validation is an evidence-building enterprise,
in which the goal isto assemble sufficient evidence
from which validity can beinferred. The greater the
amount of evidence supporting validity, the more
sound the inference.

:) TP : Instrument developers usually gather evidence of the
validity and reliability of their instrument in a psychometric
assessment hefore making the instrument available for general
use. If you use an existing instrument, choose one with demonstrated
high reliability and validity.

Face Validity

Face validity refersto whether the instrument |ooks
like it is measuring the target construct. Although
face validity is not considered strong evidence of
validity, it is helpful for a measure to have face
validity if other types of validity have aso been
demonstrated. It might be easier to persuade people
to participate in astudy if the instruments have face
validity, for example.

Example of face validity: Jones and colleagues
[2008) developed the Stroke SeltEfficacy Question-
naire for use by practitioners working in sfroke care.
Face validity was addressed through consultation
with experts in stroke rehabilitation and selfefficacy
theory, as well as with stroke survivors.

Content Validity

Content validity concerns the degree to which an
instrument has an appropriate sample of items for
the construct being measured and adequately cov-
ers the construct domain. Content validity is rele-
vant for both affective measures (i.e., measures of
psychological traits) and cognitive measures.

For cognitive measures, the content validity
guestion is, how representative are the test ques-
tions of the universe of questions on this topic? For
example, suppose we were testing students' knowl-
edge about major nursing theories. The test would



not be content valid if it omitted questions about,
for example, Orem’s Self-Care Theory.

Content validity is aso relevant in developing
affective measures. Researchers designing a new
instrument should begin with athorough conceptual-
ization of the construct so the instrument can capture
the full content domain. Such a conceptualization
might come from a variety of sources, including
rich first-hand knowledge, an exhaustive literature
review, consultation with experts, or findings from
aqualitative inquiry.

Example of using qualitative data to enhance
content validi?’: Williams and Kristianson {2009)
developed a scale to measure hospifo’ized patients’
perceptions of the emotional care they experienced.
The items were based on the themes identified in a
grounded theory study, which explored characteris-
fics of interpersonal interactions patients perceived fo
be therapeutic.

An instrument’s content validity is necessarily
based on judgment. There are no completely objective
methods of ensuring adequate content coverage on
an instrument, but it is common to use a panel of
experts to evaluate the content validity of new
instruments.

There are various approaches to assessing content
validity using an expert panel, but nurse researchers
have been in the forefront in devel oping approaches
that involve the calculation of a content validity
index (CVI). The experts are asked to evaluate
individual items on the new measure as well asthe
overal instrument. Two key issuesin such an eval-
uation are whether individua items are relevant and
appropriate in terms of the construct, and whether
the items taken together adequately measure all
dimensions of the construct.

At the item level, a common procedure is to
have experts rate items on a four-point scale of rel-
evance. There are severa variations of labeling the
4 points, but the scale used most often isasfollows:
1=not relevant, 2 = somewhat relevant, 3= quite
relevant, 4 = highly relevant. Then, for each item,
theitem CVI (1-CVI) is computed as the number
of experts giving arating of 3 or 4, divided by the
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number of experts—that is, the proportion in agree-
ment about relevance. For example, an item rated
as“quite” or “highly” relevant by 4 out of 5 judges
would have an I-CV1 of .80, whichisconsidered an
acceptable value.

There are two approaches to calculating scale
CVIs(S-CVIs), and unfortunately, instrument devel -
opment papers seldom indicate which approach was
used (Polit & Beck, 2006). One approach is to
calculate the percentage of items on the scale for
which all judges agreed on content validity. In other
words, if a 10-item scale had 6 items for which
the I-CVIswere 1.00, then the S-CVI would be .60.
We call this the SSCVI/UA (universal agreement)
approach. Because disagreements (aswell as agree-
ments) can occur by chance, and because disagree-
ments could reflect bias or misunderstanding, we
find this approach too stringent.

A second method is to compute the S-CVI by
averaging I-CVIs. We recommend the averaging
approach, which we refer to as S-CVI/Ave, and
suggest a value of .90 as the standard for establish-
ing excellent content validity (Polit & Beck, 2006).
Content validation should be done with at least 3
experts, but a larger group is preferable. Further
guidance is offered in Chapter 15.

Example of using a content validity index:
Chien and Chan (2009) tested the Chinese version
of the Level of Expressed Emotion Scale, a scale used
with families of people with schizophrenia. The item-
level CVls ranged from .86 to 1.00 and the scale-
level CVI, using the averaging approach, was .993.

Criterion-Related Validity

An instrument is said to have criterion-related
validity if its scores correlate highly with scores on
an externa criterion. For example, if scores on a
scale of attitudes toward premarital sex correlate
highly with subsequent loss of virginity in asample
of teenagers, then the attitude scale would have
good validity. For criterion-related validity, the key
issueis whether the instrument is auseful predictor
of other behaviors, experiences, or conditions.
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A requirement of this approach is the availabil-
ity of areliable and valid criterion with which mea-
sures on the instrument can be compared. This is,
unfortunately, seldom easy. If we were developing
an instrument to measure nursing students' clinical
skills, we might use supervisory ratings as our
criterion—but can we be sure that these ratings are
valid and reliable? The ratings might themselves
need validation. Criterion-related validity is most
appropriate when there is a concrete, reliable crite-
rion. For example, a scale to measure smokers
motivation to quit smoking has a clear-cut, objec-
tive criterion: subsequent smoking.

Once a criterion is selected, a criterion-related
validity coefficient can be computed by correlating
scores on the instrument and the criterion. The mag-
nitude of the coefficient is a direct estimate of how
valid the instrument is, according to this validation
method. Toillustrate, suppose we developed ascale
to measure nurses’ professionalism. We administer
the instrument to a sample of nurses and also ask
the nurses to indicate how many professional con-
ferences they have attended. The conference variable
was chosen as one of many potentia objective crite-
riaof professionalism. Fictitious data are presented
in Table 14.2. The correlation coefficient of .83
indicates that the professionalism scale correlates
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fairly well with the number of conferences attended.
Whether the scale isreally measuring professional-
ismisadifferent issue—an issue that is a construct
validation concern discussed in the next section.

A distinction is sometimes made between two
typesof criterion-related validity. Predictive validity
refers to the adequacy of an instrument in differen-
tiating between people’s performance on a future
criterion. When aschool of nursing correlatesincom-
ing students high school grades with subsequent
grade-point averages, the predictive validity of the
high school grades for nursing school performance
is being evaluated.

Example of predictive validity: Chang and col-
leagues (2009) developed and tested the Chinese
version of the Positive and Negative Suicide Ideation
Inventory. To assess predictive validity, a subsample
of students used in the original instrument development
study was recruited 1 year later fo see if scores on
the scale were predictive of recent suicide affemps.

Concurrent validity reflects an instrument’s
ability to distinguish individuals who differ on a
present criterion. For example, a psychological test
to differentiate between patientsin amental institu-
tion who can and cannot be released could be cor-
related with current behavioral ratings of healthcare

TABLE 14.2

SCORE ON
PARTICIPANT

Fictitious Data for Criterion-Related Validity Example

PROFESSIONALISM SCALE

NUMBER OF NURSING
CONFERENCES

25
30
17
20
22
27
29
19
28
15
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personnel. The difference between predictive and
concurrent validity, then, is the difference in the
timing of obtaining measurements on acriterion.

Example of concurrent validity: Cha and
colleagues (2008) assessed the concurrent validity
of a condom selfefficacy scale in Korean college
students by correlating scores on the scale with
actual condom use.

Criterion-related validation is most often used in
practically oriented research. Criterion-related valid-
ity is helpful in assisting decision makers by giving
them some assurance that their decisions will be
effective, fair, and, in short, valid.

Construct Validity

Construct validity is a key criterion for assessing
the quality of a study. As noted in Chapter 10, con-
struct validity concerns inferences from study par-
ticulars (such as measures used to operationalize
variables) to higher-order constructs. The key con-
struct validity question in measurement is: What is
thisinstrument really measuring? Unfortunately, the
more abstract the concept, the more difficult it isto
establish construct validity; at the same time, the
more abstract the concept, the less suitable it isto
rely on criterion-related validity. It isreally not just
aquestion of suitability, but feasibility. What objec-
tive criterion is there for such concepts as empathy
Or separation anxiety?

Construct validation of an instrument is a chal-
lenging but vital task. Construct validation is a
hypothesis-testing endeavor, typicaly linked to a
theoretical perspective about the construct. In vali-
dating a measure of death anxiety, its relationship
to acriterion would be lessinformative than its cor-
respondence to a cogent conceptualization of death
anxiety. Construct validation can be approached in
several ways, but it always involves logical analysis
and hypothesis tests. Constructs are explicated in
terms of other abstract concepts; researchers develop
hypotheses about the manner in which the target
construct functionsin relation to other constructs.
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There are a number of ways to gather evidence
about construct validity, which we discuss in this
section. It should also be noted, however, that if an
instrument developer has taken strong stepsto ensure
the content validity of the instrument, construct
validity will also be strengthened.

Known Groups

One construct validation approach is the known-
groups technique, which yields evidence of con-
trast validity. In this procedure, the instrument is
administered to groups hypothesized to differ on
the critical attribute because of aknown characteris-
tic. For instance, in validating a measure of fear of
childbirth, we could contrast the scores of primi-
paras and multiparas. We would expect that women
who had never given birth would be more anxious
than women who had done so, and so we might
guestion the instrument’s validity if such differences
did not emerge. We would not necessarily expect
large differences; some primiparas would feel little
anxiety, and some multiparas would expressfears. We
would, however, hypothesize differencesin average
group scores.

Example of the known-groups technique:
Gozum and Hacihasanoglu (2009) did a psychome-
fric assessment of the Turkish version of the Medica-
fion Adherence Self-Efficacy Scale with a sample

of hypertensive patients. Using the known-groups
approach, they compared scale scores for those with
confrolled versus uncontrolled blood pressure.

Hypothesized Relationships

A similar method of construct validation involves
testing hypothesized rel ationships, often on the basis
of theory or prior research. Thisis really a variant
of the known-groups approach, which involves
hypotheses about the relationship between the mea-
sure of the construct and a variable representing
group membership. A researcher might reason as
follows:

e According to theory, construct X is positively
related to construct Y.

e Instrument A is a measure of construct X;
instrument B is a measure of construct .
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e Scores on A and B are correlated positively, as
predicted.

e Therefore, it is inferred that A and B are valid
measures of X and Y.

This logical analysis does not constitute proof of
construct validity, but yields important evidence.
Construct validation is essentiadly an ongoing
evidence-building enterprise.

Example of testing relationships: Simmons
and colleagues (2009) developed and tested a
scale to measure psycho|ogico?odiusfmem in
patients with an ostomy. In the construct validation
efforts, they hypothesized that adjustment scores
would be positively correlated with time elapsed
since surgery and with scores on an accepfance of
illness scale, and their hypotheses were supported.

Convergent and Discriminant Validity

The multitrait-multimethod matrix method
(MTMM) is asignificant construct validation tool
(Campbell & Fiske, 1959). This procedureinvolves
the concepts of convergence and discriminability.
Convergence is evidence that different methods of
measuring a construct yield smilar results. Different
measurement approaches should converge on the
construct. Discriminability is the ability to differ-
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entiate the construct from other similar constructs.
Campbell and Fiske argued that evidence of both
convergence and discriminability should be brought
to bear in construct validation.

To help explain the MTMM approach, fictitious
datafrom astudy to validate a“ need for autonomy”
measure are presented in Table 14.3. In using this
approach, researchers must measure the critical
concept by two or more methods. Suppose we mea-
sured need for autonomy in nursing home residents
by (1) giving asample of residents aself-report scale
(the measure we are attempting to validate), (2) ask-
ing nurses to rate residents after observing them in
atask designed to elicit autonomy or dependence,
and (3) having residents react to apictoria stimulus
depicting an autonomy-relevant situation (a so-called
projective measure).

A second requirement of the full MTMM isto
measure a differentiating construct, using the same
measuring methods. In the current example, suppose
we wanted to differentiate “need for autonomy”
from “need for affiliation.” The discriminant concept
must be similar to the focal concept, asin our exam-
ple: We would expect that people with high need for
autonomy would tend to be relatively low on need
for affiliation. The point of including both concepts
in a single validation study is to gather evidence

A== PIRCY  Multitrait-Multimethod Matrix

SELF-REPORT (1)

OBSERVATION (2) PROJECTIVE (3)

METHOD TRAITS AUT, AFF, AUT, AFF, AUT; AFF3
Self-report (1) AUT, (.88)
AFF, —.38 (.86)
Observation (2) AUT, .60 —.19 (./79)
AFF, =21 .58 -39 (.80)
Projective (3) AUT, Sl -.18 55 —.12 (.74)
AFF; — 14 49 — .17 54 — .32 (.72)

AUT = need for autonomy trait; AFF = need for aoffiliation trait.



that the two concepts are distinct, rather than two
different labels for the same underlying attribute.

The numbers in Table 14.3 represent correla-
tion coefficients between scores on six measures
(two traits X three methods). For instance, the
coefficient of —38 at the intersection of
AUT—AFF, isthe correlation between self-report
scores on the need for autonomy and need for affil-
iation measures. Recall that a minus sign before
the correlation coefficient signifies an inverse rela-
tionship. In this case, the —38 tells us that there
was a slight tendency for people scoring high on
the need for autonomy scale to score low on the
need for affiliation scale. (The numbers in paren-
theses along the diagonal of this matrix are the
reliability coefficients.)

Various parts of the MTMM matrix have abear-
ing on construct validity. The most direct evidence
(convergent validity) comes from the correlations
between two different methods measuring the same
trait. In the case of AUT,—AUT,, the coefficient is
.60, which is reasonably high. Convergent validity
should be large enough to encourage further scrutiny
of the matrix. Second, the convergent validity entries
should be higher, in absolute magnitude,” than cor-
relations between measures that have neither method
nor trait in common. That is, AUT,—AUT, (.60)
should be greater than AUT,-AFF; (-21) or
AUT-AFF, (—19), asit is here. This requirement
is a minimum one that, if failed, should cause
researchers to have serious doubts about the mea-
sures. Third, convergent validity coefficients should
be greater than coefficients between measures of
different traits by a single method. Once again, the
meatrix in Table 14.3 fulfills this criterion: AUT,-AUT,,
(.60) and AUT,—AUT (.55) are higher in absolute
value than AUT —AFF; (—.38), AUT ~AFF, (—.39),
and AUT3-AFF; (—32). The last two requirements
provide evidence for discriminant validity.

The evidence is seldom as clear-cut as in this
contrived example. Indeed, a common problem with
MTMM is interpreting the pattern of coefficients.
Another issue is that there are no clear-cut criteria

*Absolute valuerefersto the value without a plus or minus sign.
A value of —.80isof ahigher absolute magnitude than +.40.
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for deciding whether MTMM requirements have
been met—that is, there are no objective means of
assessing the magnitude of similarities and differ-
ences within the matrix. The MTMM is nevertheless
a valuable tool for exploring construct validity.
Researchers sometimes decide to use MMTM con-
cepts even when the full model is not feasible, asin
focusing only on convergent validity.

Example of convergent and discriminant
validity: Morea and colleagues (2008) developed
and tested the lliness Sel-Concept Scale, an instrument
designed fo predict adjustment in fibromyalgia. Their
analyses provided some evidence that their consfruct,
illness sel-concept, is distinct from other similar
constructs like depression (discriminant validity)

and various analyses also supported evidence of
convergent validity.

Factor Analysis

Another approach to construct validation uses a
statistical procedure called factor analysis. Although
factor analysis, which isdiscussed in Chapter 15, is
computationally complex, it is conceptually rather
simple. Factor analysisisamethod for identifying
clusters of related variables—that is, dimensions
underlying a broad construct. Each dimension, or
factor, represents arelatively unitary attribute. The
procedure is used to identify and group together
different items measuring an underlying attribute.
In effect, factor analysis constitutes another means
of testing hypotheses about the interrelationships
among variables, and for looking at the convergent
and discriminant validity of a large set of items.
Indeed, aprocedure known as confirmatory factor
analysis (CFA) is sometimes used as a method for
analyzing MTMM data (Ferketich, et a., 1991; Lowe
& Ryan-Wenger, 1992).

Example of factor analysis in construct vali-
dation: Zheng and colleagues (2010) developed
and tested the Dialysis PatientPerceived Exercise
Benefits and Barriers Scale. Responses to the scale’s
24 items by a sample of 269 hemodialysis patients
in China were factor analyzed to assess consfruct
validity. Confirmatory factor analysis confirmed a
Ofactor structure.
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Interpretation of Validity

Like reliability, validity is not an all-or-nothing
characteristic of an instrument. An instrument does
not possess or lack vaidity; it isaquestion of degree.
Aninstrument’s validity is not proved, established,
or verified but rather is supported to a greater or
lesser extent by evidence.

Strictly speaking, researchers do not validate an
instrument but rather an application of it. A measure
of anxiety may be valid for presurgical patients on
the day of an operation but may not be valid for
nursing students on the day of a test. Of course,
some instruments may be valid for a wide range of
uses with different types of samples, but each use
requires new supporting evidence. The more evidence
that can be gathered that an instrument is measur-
ing what it is supposed to be measuring, the more
confidence researchers will have in its validity.

:) T 1P ¢ When you select an instrument, you should seek evidence
of the scale’s psychometric soundness by examining the instrument
developers’ report. However, you also should consider evidence from
others who have used the scale. Each fime the scale “performs” as
hypothesized, this constitutes supplementary evidence for its validity.
Conversely, if hypotheses involving the use of the scale are not sup-
ported, this suggests potential validity problems (although, of course,
other factors may account for nonsupported hypotheses, such as a
small sample).

SENSITIVITY,
SPECIFICITY, AND
LIKELIHOOD RATIOS

Reliability and validity are the two most important
criteria for evaluating quantitative instruments, but
researchers sometimes need to consider other qual-
ities of an instrument. In particular, sensitivity and
specificity are criteriathat are important in eval uat-
ing instruments used as screening or diagnostic
tools (e.g., ascale to measure risk of osteoporosis).
Screening/diagnostic instruments can be self-report,
observational, or biophysiologic measures.
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Sensitivity isthe ability of ameasure to identify
a“case” correctly, that is, to screen in or diagnosis
a condition correctly. A measure’s sensitivity is its
rate of yielding “true positives” Specificity is the
measure’s ability to identify noncases correctly, that
is, to screen out those without the condition. Speci-
ficity isan instrument’srate of yielding “true nega-
tives” To evaluate an instrument’s sensitivity and
specificity, researchers need a reliable and valid
criterion of “caseness’ against which scores on the
instrument can be assessed.

Calculating Sensitivity, Specificity,
and Related Indicators

Suppose we wanted to evaluate whether adolescents
self-reports about their smoking were accurate, and
we asked 100 teenagers about whether they had
smoked a cigarette in the previous 24 hours. The
“gold standard” for nicotine consumption is coti-
nine levelsin abody fluid, so assume that we did a
urinary cotinine assay. Some fictitious data are shown
in Table 14.4.

Sensitivity, in this example, is calculated as the
proportion of teenagers who said they smoked and
who had high concentrations of cotinine, divided
by al real smokers as indicated by the urine test.
Put another way, it is the true positives divided by
all positives. In this case, there was considerable
under-reporting of smoking and so the sensitivity
of the self-report was only .50. Specificity is the
proportion of teenagers who accurately reported they
did not smoke, or the true negatives divided by all
negatives. In our example, specificity is .83. There
was considerably less over-reporting of smoking
(“faking bad”) than under-reporting (“faking good”).
Sensitivity and specificity are often reported as per-
centages rather than proportions, by multiplying
the proportions by 100.

Often, other related indicators are cal culated with
such data. Predictive values are posterior proba-
bilities—the probability of an outcome after the
results are known. A positive predictive value (or
PPV) is the proportion of people with a positive
result who have the target outcome or disease. In our
example, the PPV is the proportion of teens who
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Example lllustrating Sensitivity, Specificity, and Likelihood Ratios

URINARY COTININE LEVEL

SELF-REPORTED Positive Negative

SMOKING (Cotinine > 200 ng/mL) (Cotinine = 200 ng/mL) Total

Yes, smoked A [true positive) B (false positive) A+B
20 10 30

No, did not smoke C (false negative) D (true negative) C+D
20 50 70
A+ C B+D A+B+C+D

Total 40 60 100

Sensitivity = A/(A + CJ = .50

Specificity = D/(B + D) = .83

Positive predictive value (PPV) = A/(A + B) = .67

Negative predictive value (NPV) = D/(C = D) =71

Likelihood ratio—positive (lR+) = sensitivity/(1 — specificity) = 2.99

Likelihood ratio—negative (lR—) = (1 — sensitivity)/specificity = .60

said they smoke who actually do smoke, according
to the cotinine test results. Two out of three of those
who reported smoking had high concentrations of
cotinine, and so PPV = .67. A negative predictive
value (NPV) is the proportion of people who have
anegative test result who do not have the target out-
comeor disease. Asshownin Table 14.4, 50 out of the
70 teenagers who reported not smoking actually were
nonsmokers, and so NPV in our exampleis.71.

Example of sensitivity, specificity, and
predictive values: Chichero and colleagues
[2009) developed a dysphagia screening fool fo
friage patients af risk o\(J;/spﬁogio on admission to
acute hospital wards. Sensitivity was 95% and speci-
ficity was 97%. Positive predicfive value was 92%
and negative predictive value was 98%.

In the medical community, reporting likelihood
ratios has come into favor because it summarizes
the relationship between specificity and sensitivity

in a single number. The likelihood ratio addresses
the question, “How much morelikely areweto find
that an indicator is positive among those with the
outcome of concern compared to those for whom
the indicator is negative?’ For a positive test result,
then, the likelihood ratio (LR+) isthe ratio of true-
positive results to false-positive results. The for-
mula for LR+ is sensitivity divided by 1 minus
specificity. For the datain Table 14.4, LR+ is2.99:
We are about three times as likely to find that a
self-report of smoking really is for a true smoker
than it is for a nonsmoker. For a negative test
result, the likelihood ratio (LR—) is the ratio of
false-negative results to true-negative results. For
the datain Table 14.4, the LR— is.60. In our exam-
ple, we are about half as likely to find that a self-
report of nonsmoking is false than we are to find
that it reflects atrue nonsmoker. When atest ishigh
on both sensitivity and specificity (which is not
especialy truein our example), the likelihood ratio
is high and discrimination is good.
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Example of likelihood ratios: Novotny and
Anderson (2008) tested an algorithm for predicting
the probability of readmission (Pra) of medical inpo-
tienfts within 41 days of discharge from the hospital,
using hospital records data. Pra score values ranged
from .16 to ./5. With a Pra value of .45, the likeli-

hood ratio was 1.6.

Receiver Operating Characteristic

(ROC) Curves

All of the indicators that we calculated for the data
in Table 14.4 are contingent upon the critical value
that we established for cotinine concentration. Sen-
sitivity and specificity would be quite different if we
had used 100 ng/mL asindicative of smoking status,
rather than 200 ng/mL. Thereisamost invariably a
trade-off between the sensitivity and specificity of
ameasure. When sensitivity isincreased to include
more true positives, the proportion of true negatives
declines. Therefore, acritical task in developing new
diagnostic or screening measures is to develop the
appropriate cutoff point (or cutpoint), that is, a
score to distinguish cases and noncases.

1.00

75
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o
o
.

.25
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To identify the best cutoff point, researchers
often are guided by a receiver operating charac-
teristic curve (ROC curve) (Fletcher, et al., 2005).
To construct an ROC curve, the sensitivity of an
instrument (i.e., the rate of correctly identifying a
case vis-a-vis a well-established criterion) is plot-
ted against the false-positive rate (i.e., the rate of
incorrectly diagnosing someone as a case, which is
the inverse of its specificity) over arange of differ-
ent scores. The score (cutoff point) that yields the
best balance between sensitivity and specificity can
then be determined. The optimum cutoff is at or
near the shoulder of the ROC curve.

ROC curves can best be explained with an illus-
tration. Figure 14.2 presents an ROC curve from a
study in which agoal was to establish cutoff points
for scores on the Braden Q scale for predicting
pressure ulcer risk in children (Curley et al., 2003).
In this figure, sensitivity and one minus specificity
are plotted for each possible score of the Braden Q
scale. The upper |eft corner represents sensitivity at
its highest possible value (1.0) and false positives
at its lowest possible value (.00). Screening instru-
ments that do an excellent job of discriminating

FIGURE 14.2 Receiver operating character-
istic (ROC) curve for Braden Q Scale. From
Curley, M. A. Q., Razmus, |. S, Roberts, K. E.,
& Wypij, D. (2003). Predicting pressure ulcer

I
0.00 .25 .50 .75
1- Specificity

1.00  risk in pediatric patients:. The Braden Q
Scale. Nursing Research, 52, p. 27.



have pointsthat crowd close to the upper | eft corner,
which indicates that as sensitivity increasesthereis
relatively little loss in specificity. ROC curves that
are closer to a diagonal, from lower left to upper
right, are indicative of an instrument with poor dis-
criminatory power.

The overall accuracy of an instrument can be
calculated as the proportion of the area under the
ROC curve, an index referred to as area under the
curve, or AUC. The larger the area, the more accu-
rate the instrument. The AUC for the data portrayed
in Figure 14.2 is .83. The cutoff scorein this exam-
ple was established at 16. At this cutoff value, the
sensitivity was .88 and the specificity was .58. The
researchers used these preliminary analyses to
improve on the Braden Q scale and achieved even
better results.

In selecting an appropriate cutoff point, the final
decisionislikely to bedriven by clinical or economic
factors and not just statistical ones. The financial
and emotional costs of misclassifying people may
be greater for false positives than fal se negatives, or
vice versa

OTHER CRITERIA
FOR ASSESSING
QUANTITATIVE
MEASURES

Although we have aready discussed the major cri-
teriathat are used to evaluate the quality of measur-
ing instruments, we briefly mention afew others.

Efficiency

Instruments of comparable reliability and validity
may differ in their efficiency. A depression scale
that requires 5 minutes of people'stime is efficient
compared with a depression scale that requires 20
minutes to complete. In most studies, efficient
instruments are desirable because they reduce par-
ticipant burden.

One aspect of efficiency is the number of items
on the instrument. Long instruments tend to be
more reliable than shorter ones, but there is a point
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of diminishing returns. As an example, consider a
40-item scale to measure social support that has an
internal consistency reliability of .94. We can use a
formula, known as the Spearman-Brown for-
mula, to estimate how reliable the scale would be
with fewer items. As an example, if we wanted to
shorten the scale to 30 items, the formula would
result in an estimated reliability of .92.** Thus, a
25% reduction in the instrument’s length resulted
in a negligible decrease in reliability, from .94 to
.92. Most researchers likely would sacrifice a mod-
est amount of reliability in exchange for reducing
response burden and data collection costs. Other
things being equal, it is desirable to select as effi-
cient an instrument as possible.

Other Criteria

A few remaining qualities that sometimes are con-
sidered in assessing a quantitative instrument can
be noted. Most of the following criteriaare actually
aspects of the reliability and validity:

1. Comprehensibility. Participants and researchers
should be able to comprehend the behaviors
required to secure accurate and valid measures.

2. Precision. An instrument should discriminate
between people with different amounts of an
attribute as precisely as possible.

3. Range. The instrument should be capable of
achieving ameaningful measure from the small-
est expected value of the variable to the largest.

4. Linearity. A researcher normally strivesto con-
struct measures that are equally accurate and
sensitive over the entire range of values.

5. Reactivity. The instrument should, insofar as
possible, avoid affecting the attribute being
measured.

**The equation (and the worked-out example) for this situation
isasfollows:

. kr 5%
Ul k-] 1+ [(.25) (9

where k = the factor by which the instrument is being decreased,
inthis case, k= 30+ 40=.75; r = reliability for the full scale,
here, .94; and r1 = reliability estimate for the shorter scale.
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DATA QUALITY WITH
SINGLE INDICATORS

Thediscussion in this chapter has primarily focused
on methods of evaluating dataquality for multi-item
scales, which are widely used by nurse researchers.
Textbooks on research methods or measurement
rarely say much about reliability or validity for sin-
gle questions (e.g., “What is your date of birth?”)
or single-item scales, such as visual analog scales.

The truth of the matter is that it is not easy to
evaluate data quality in such situations. This is of
great concern in large national surveys, such as the
National Longitudinal Study of Adolescent Health.
Population estimates of, say, average number of times
adolescents have been hospitalized, or the percentage
who have ever used marijuana, are based on reports
in response to individual (nonscaled) questions, so
the accuracy of the responsesisvita. Wetouch briefly
here on data quality assessment for singleindicators.

The two basic strategies for estimating mea-
surement error in such situations are a test—retest
approach and external verification. In the former,
the questions that are of interest are asked on two
separate occasions. When this happens for the
express purpose of assessing consistency (in what
is called a response variance reinterview), the sec-
ond administration typically involves a subsample
of respondents and an abbreviated instrument with
key questions. Survey researchers compute various
statistical indexes (e.g., an index of inconsistency)
to help them understand and interpret response dif-
ferences—that is, measurement error—in the two
administrations (Subcommittee on Measuring and
Reporting the Quality of Survey Data, 2001).
Although few nurse researchers would have the
resources to undertake such an enterprise, there
may be opportunities to use the underlying princi-
ple for critical pieces of information. For example,
in a self-report instrument, it might be possible to
ask the same question twice, early and later, for
example, or to ask the question in slightly different
ways in the same questionnaire or interview. Also,
if astudy islongitudinal, factual information (e.g.,
date of hirth) could be gathered twice to assess any
discrepancies.
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The second approach is to verify information pro-
vided in the primary data gathering method against an
external source—a form of criterion-related valida
tion. For example, information from a question about
birth date could be checked againgt birth records.
Responses to questions about hedlth status, diagnosis,
or hedthcare could be checked against medica
records. Measurement errors are then estimated based
on a comparison of the two types of information. It
should not necessarily be assumed that records are
free of error, but they may be less prone to certain
typesof bias. Other forms of external verification may
be available. In particular, proxy reports (obtaining
data from another person, such as a family member)
might be an option. Patrician (2004) has offered addi-
tional guidance regarding single-item scales.

Researchers using biophysiologic measures
should a'so give data quality some thought rather
than assuming they will be error free. Instruments
may not be properly calibrated, the person doing
the tests may not follow laboratory protocols, and
laboratory procedures can vary from one lab to the
next. Measurement errors can also occur because
of patient circumstances, such as insufficient sleep.
Moreover, if physiologic measures are taken from
charts, the possibility of error should be considered.

CRITIQUING DATA
QUALITY IN
QUANTITATIVE
STUDIES

If data are serioudly flawed, the study cannot con-
tribute useful evidence. Therefore, in drawing con-
clusions about a study’s evidence, it isimportant to
consider whether researchers have taken appropri-
ate steps to collect data that accurately reflect real-
ity. Research consumers have the right—indeed,
the obligation—to ask: Can | trust the data? Do the
data accurately and validly reflect key constructs?
Information about data quality should be provided
in every quantitative research report because it is not
possible to come to conclusions about the quality of
study evidence without such information. Reliability
estimates are usualy reported because they are
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BOX 14.1 Guidelines for Critiquing Data Quality in Quantitative Studies ‘

1. Is there congruence between the research variables as conceptualized (i.e., as discussed in the introduction
of the report) and as operationalized [i.e., as described in the method section)?

2. If operational definitions (or scoring procedures) are specified, do they clearly indicate the rules of measure-
mente Do the rules seem sensible2 Were data collected in such a way that measurement errors were mini-

mized?

3. Does the report offer evidence of the reliability of measures? Does the evidence come from the research
sample itself, or is it based on other studies? If the latter, is it reasonable o conclude that data quality would
be similar for the research sample as for the reliability sample (e.g., are sample characteristics similar)2

4. If reliability is reported, which estimation method was used? VWas this method appropriate? Should an alter-
nafive or additional method of reliability appraisal have been used? Is the reliability sufficiently high?

5. Does the report offer evidence of the validity of the measures? Does the evidence come from the research
sample ifself, or is it based on other studies? If the latter, is it reasonable to believe that data quality would
be similar for the research sample as for the validity sample [e.g., are the sample characteristics similar)e

6. If validity information is reported, which validity approach was used? Was this method appropriate? Does

the validity of the insfrument appear to be adequate?

7. If there is no reliability or validity information, what conclusion can you reach about the quality of the data

in the study?

8. If a diagnostic or screening tool was used, is information provided about its sensitivity and specificity, and

were these qualities adequate?

Q. Were the research hypotheses supported? If not, might data quality play a role in the failure fo confirm the

hypotheses?

easy to communicate. |deally—especially for com-
posite scales—the report should provide reliability
coefficients based on data from the study itself, not
just from previous research. Interrater or inter-
observer reliability is especially crucia for coming
to conclusions about data quality in observational
studies. The values of the reliability coefficients
should be sufficiently high to support confidencein
the findings. It is especialy important to scrutinize
reliability information in studies with nonsignifi-
cant findings because the unreliability of measures
can undermine statistical conclusion validity.
Validity is more difficult to document in a report
than reliability. At a minimum, researchers should
defend their choice of existing measures based on
vaidity information from the developers, and they
should cite the relevant publication. If astudy used a
screening or diagnostic measure, information should
also be provided about its sensitivity and specificity.
Box 14.1 provides some guidelines for
critiquing aspects of data quality of quantitative

measures. The guidelines are availablein the Toolkit
of the accompanying Resource Manual for your
use and adaptation.

00000000000000000
RESEARCH EXAMPLE

In this section, we describe a study that used both
self-report and observational measures. We focus
on the researchers’ excellent documentation of data
quality in their study.

Study: Communication and outcomes of visits between
older patients and nurse practitioners (Gilbert and
Hayes, 2009)

Statement of Purpose: The purpose of this study was to
examine relationships among patient—clinician com-
munication, background characteristics of the
patients and the clinicians (nurse practitioners or
NPs), and both proximal outcomes (e.g., patient satis-
faction) and longer-term outcomes (e.g., changes in
patients’ physical and mental health).
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Design: Visits between 31 NPs and 155 patients were
video recorded and various aspects of patient and NP

behaviors were coded. Proximal outcomes were mea- SUMMARY POINTS

sured by self-report after the visits. Four weeks later,
changes in patients' health outcomes were assessed
using self-report measures.

Instruments and Data Quality: Communications dur-

ing the visits were measured using the Roter Interac-
tion Analysis System (RIAS) for verbal interaction
and a checklist for nonverbal behaviors. The Roter
system involves coding for both the content of the
communication and relationship aspects, using a
system of 69 categories for al utterances (only 43
were used in this study). The researchers noted that
the predictive validity of the RIAS had considerable
support. The average interrater reliability in the pre-
sent study for the 43 coded behavior categories was
.95. For the nonverbal behavior checklist, various
actions (e.g., gazes, nods, smiles) were coded in
1-second segments over a 30-second sample. Two
coders independently coded all segments and any
discrepancies in coding were resolved by a third
party. Several variables were measured by patients’
self-report, including both 1-item measures (e.g.,
satisfaction with the visit) and multi-item scales
(e.g., physical and mental health). For example,
patient satisfaction with the NP visit was measured
using one item, previously used in a large national
survey, which asked for ratings of perceived quality
of care on a 10-point scale from 1 (worst care possi-
ble) to 10 (best care possible). The authors noted
that a correlation of .72 between the ratings and the
average of several other satisfaction items provided
some evidence for the reliability of the single item.
Physical and mental health were measured with a
12-item scale called the SF-12 Health Survey, a
widely used and well-validated instrument. The test
developer had reported results indicating Cronbach
alpha values of .89 for physical health and .82 for
mental health among people 65 years and older. In
the present study, the researchers computed the
internal consistency reliability to be .87 and .72 for
physical and mental health, respectively.

Key Findings: Among the many findings reported in this

study, the researchers found that better patient out-
comes were associated with a higher amount of com-
munication content involving seeking and giving bio-
medical and psychosocia information, and with a
relationships component of more positive talk and
greater trust and receptivity.

Measurement involves assigning numbers to
objects to represent the amount of an attribute,
using a specified set of rules. Researchers strive
to develop or use measurements whose rules are
isomor phic with reality.

Few quantitative measuring instruments are infal-
lible. Sources of measurement error include situ-
ational contaminants, response-set biases, and
transitory personal factors, such asfatigue.
Obtained scoresfrom an instrument consist of a
true score component (the value that would be
obtained for a hypothetical perfect measure of
the attribute) and an error component, or error
of measurement, that represents measurement
inaccuracies.

Reliability, one of two primary criteriafor assess-
ing an instrument, is the degree of consistency or
accuracy with which an instrument measures an
attribute. The higher an instrument’s reliability,
the lower the amount of error in obtained scores.
There are different methods for assessing an
instrument’s reliability and for computing areli-
ability coefficient. A reliability coefficient typi-
caly is based on the computation of acorrelation
coefficient that indicates the magnitude and direc-
tion of arelationship between two variables.
Correlation coefficients can range from —1.00 (a
perfect negative relationship) through zero to
+1.00 (a perfect positive relationship). Relia-
bility coefficients usually range from .00 to 1.00,
with higher values reflecting greater reliability.
The stability aspect of reliability, which con-
cerns the extent to which an instrument yields
the same results on repeated administrations, is
evaluated as test—retest reliability.

The internal consistency aspect of reliability—
the extent to which all the instrument’sitems are
mesasuring the same attribute—is usually assessed
by Cronbach’s alpha.

When the reliability assessment focuses on
equivalence between observers in rating or
coding behaviors, estimates of interrater (or



interobserver) reliability are obtained. When a
CONsensus measure capturing interrater agree-
ment within a small number of categories is
desired, the kappa statistic is often used.
Reliability coefficients reflect the proportion of
true variability in a set of scores to the total
obtained variability.

Validity is the degree to which an instrument
measures what it is supposed to measure.

Face validity refers to whether the instrument
appears, on the face of it, to be measuring the
appropriate construct.

Content validity concerns the sampling ade-
quacy of the content being measured. Expert rat-
ings on the relevance of items can be used to
compute content validity index (CVI) informa-
tion. Item CVIs (I-CVIs) represent the propor-
tion of experts rating each item as relevant. A
scale CV1 using the averaging cal culation method
(S-CVI/Ave) isthe average of dl I-CVI values.
Criterion-related validity (which includes both
predictive validity and concurrent validity)
focuses on the correlation between the instru-
ment and an outside criterion.

Construct validity, an instrument’s adequacy in
measuring the focal construct, is a hypothesis-
testing endeavor. One approach assesses contr ast
validity, using the known-groups technique to
contrast scores of groups hypothesized to differ on
the attribute; another approach is factor analy-
Sis, astatistical procedure for identifying unitary
clusters of items or measures.

Another construct validity approach isthe multi-
trait-multimethod (M TM M) matrix technique,
which is based on the concepts of convergence and
discriminability. Conver gencerefersto evidence
that different methods of measuring the same
attribute yield similar results. Discriminability
refers to the ability to differentiate the construct
being measured from other, similar concepts.

A psychometric assessment of anew instrument
is usually undertaken to gather evidence about
validity, reliability, and other assessment criteria.
Sensitivity and specificity are important criteria
for screening and diagnostic instruments. Sensi-
tivity istheinstrument’s ability to identify a case

Chapter 14 Measurement and Data Quality o 349

correctly (i.e., its rate of yielding true positives).
Specificity is the instrument’s ability to identify
noncases correctly (i.e., its rate of yielding true
negatives). Other related indexesinclude the mea-
sure's positive predictive value (PPV), negative
predictive value (NPV), and likelihood ratios.

e Sengitivity is sometimes plotted against speci-
ficity in a receiver operating characteristic
curve (ROC curve) to determine the optimum
cutoff point for caseness.

STUDY ACTIVITIES

Chapter 14 of the Resource Manual for Nursing
Research: Generating and Assessing Evidence for
Nursing Practice, 9th edition, offers exercises and
study suggestions for reinforcing concepts pre-
sented in this chapter. In addition, the following
study questions can be addressed:

1. Explaininyour own words the meaning of the
following correlation coefficients:

a. The relationship between intelligence and
grade-point average was found to be .72.

b. The correlation coefficient between age and
gregariousness was —.20.

c. It was revealed that patients compliance
with nursing instructions was related to their
length of stay in the hospital (r = —50).

2. Use the critiquing guidelines in Box 14.1 to
evaluate data quality in the study by Gilbert and
Hayes (2009), referring to the original study if
possible.
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| , Ethics in Nursing Research

n studies involving human beings or ani-

mals, researchers must deal with ethical
issues. Ethics can be challenging because ethical
reguirements sometimes conflict with the desire to
produce rigorous evidence. This chapter discusses
major ethical principles that must be considered in
designing research.

ETHICS AND
RESEARCH

When humans are used as study participants, care
must be exercised to ensure that their rights are
protected. Ethical research conduct may strike you
as self-evident, but ethical considerations have not
always been given adequate attention.

Historical Background

The Nazi medical experiments of the 1940s are a
famous example of disregard for ethical conduct.
Nazi research involved the use of prisoners of war
and racial “enemies’ in experiments testing human
endurance and reaction to untested drugs. The stud-
ies were unethical not only because they exposed
people to harm and even death, but also because
people could not refuse participation. Similar
wartime experiments that raised ethical concerns
were conducted in Japan and Australia (McNeill,
1993).
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More recently, researchers investigated the
effects of syphilis among poor African American
men between 1932 and 1972 in the Tuskegee
Syphilis Study, sponsored by the U.S. Public
Health Service. Medical treatment was deliberately
withheld to study the course of the untreated dis-
ease. A public health nurse recruited many partici-
pants (Vessey and Gennarao, 1994). Similarly, Dr.
Herbert Green studied women with cervical cancer
in Auckland, New Zealand in the 1980s; patients
with carcinoma were not given treatment so that
the natural progression of the disease could be
studied.

In the Willowbrook Study, Dr. Saul Krugman
conducted research on hepatitis during the 1960s.
At Willowbrook, an institution for the mentaly
retarded on Staten Island, children were deliber-
ately infected with the hepatitis virus. Even more
recently, it was revealed in 1993 that U.S. federal
agencies had sponsored radiation experiments
since the 1940s on hundreds of people, many of
them prisoners or elderly hospital patients. And in
2010, it was revealed that a U.S. doctor who
worked on the Tuskegee Study inoculated prisoners
in Guatemala with syphilis in the 1940s (Reverby,
in press). Many other examples of studies with eth-
ical transgressions—often more subtle than these
examples—have emerged to give ethical concerns
the high visibility they have today.



Codes of Ethics

In response to human rights violations, various
codes of ethics have been developed. The Nurem-
berg Code, developed after Nazi atrocities were
made public in the Nuremberg trials, was an inter-
national effort to establish ethical standards. The
Declaration of Helsinki, another international set
of standards, was adopted in 1964 by the World
Medical Association and was most recently revised
in 2008.

Most disciplines (e.g., psychology, sociology,
medicine) have established their own ethical codes.
In nursing, the American Nurses Association
(ANA) issued Ethical Guidelines in the Conduct,
Dissemination, and Implementation of Nursing
Research (Silva, 1995). ANA aso published in
2001 a revised Code of Ethics for Nurses with
Interpretive Satements, a document that covers
primarily ethical issues for practicing nurses but
that also includes principles that apply to nurse
researchers. In Canada, the Canadian Nurses Asso-
ciation published a document entitled Ethical
Research Guidelines for Registered Nurses in
2002. In Australia, three nursing organizations col-
laborated to develop the Code of Ethics for Nurses
in Australia (2008).

Some nurse ethicists have called for an interna
tional ethics code for nursing, but nurses in most
countries have developed their own professional
codes or follow the codes established by their gov-
ernments. The International Council of Nurses
(ICN), however, has developed the ICN Code of
Ethics for Nurses, updated in 2006.

:) TIP ¢ Intheir study of 27 ethical review boards in the United
States, Rothstein & Phuong (2007) found nurses fo be more sensitive
to ethical issues than members from other disciplines.

Government Regulations for Protecting
Study Participants

Governments throughout the world fund research
and establish rules for adhering to ethical princi-
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ples. For example, Health Canada specified the Tri-
Council Policy Satement: Ethical Conduct for
Research Involving Humans as the guidelines to
protect study participants in al types of research.
In Australia, the National Health and Medical
Research Council issued the National Statement on
Ethical Conduct in Research Involving Humans in
2007 and aso issued a special statement about
incentive payments to study participantsin 2009.

In the United States, the National Commission
for the Protection of Human Subjects of Biomedical
and Behavioral Research adopted a code of ethicsin
1978. The commission, established by the National
Research Act, issued the Belmont Report, which
provided a model for many disciplinary guidelines.
The Belmont Report also served asthe basisfor reg-
ulations affecting research sponsored by the U.S.
government, including studies supported by NINR.
The U.S. Department of Health and Human Ser-
vices (DHHS) has issued ethical regulations that
have been codified as Title 45 Part 46 of the Code of
Federal Regulations (45 CFR 46). These regula-
tions, revised most recently in 2005, are among the
most widely used guidelinesin the United Statesfor
evaluating the ethical aspects of studies.

:) T 1P : There are many useful websites devoted to

ethical principles, only some of which are mentioned in this

chapter. Several websites are listed in the “Useful Websites for
Chapter 7" file in the Toolkit of the accompanying Resource Manual,
for you fo click on directly.

Ethical Dilemmas
in Conducting Research

Research that violates ethical principles is rarely
done specifically to be cruel, but usually occurs out
of a conviction that knowledge is important and
potentially beneficial in the long run. There are sit-
uations in which participants rights and study
demands are in direct conflict, posing ethical
dilemmas for researchers. Here are examples of
research problems in which the desire for rigor
conflicts with ethical considerations:
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1. Research question: Are nurses equally empathic

in their treatment of male and female patients
inthe ICU?
Ethical dilemma: Ethics require that partici-
pants be aware of their role in a study. Yet if
the researcher informs nurse participants that
their empathy in treating male and female ICU
patients will be scrutinized, will their behavior
be “normal?’ If the nurses’ usual behavior is
altered because of the known presence of
research observers, then the findings will be
inaccurate.

2. Research question: What are the coping mech-

anisms of parents whose children have atermi-
nal illness?
Ethical dilemma: To answer this question, the
researcher may need to probe into the psycho-
logical state of parents at a vulnerable time;
such probing could be painful or traumatic. Yet
knowledge of the parents’ coping mechanisms
might help to design effective interventions for
dealing with parents’ grief and stress.

3. Research question: Does a new medication

prolong life in patients with cancer?
Ethical dilemma: The best way to test the
effectiveness of an intervention is to adminis-
ter the intervention to some participants but
withhold it from others to see if differences
between the groups emerge. However, if the
intervention is untested (e.g., a new drug),
the group receiving the intervention may be
exposed to potentially hazardous side effects.
On the other hand, the group not receiving the
drug may be denied a beneficial treatment.

4. Research question: What is the process by
which adult children adapt to the day-to-day
stresses of caring for aparent with Alzheimer’s
disease?

Ethical dilemma: Sometimes, especiadly in
qualitative studies, a researcher may get so
close to participants that they become willing
to share “secrets’ and privileged information.
Interviews can become confessions—some-
times of unseemly or even illegal behavior. In
this example, suppose a woman admitted to
physically abusing her mother—how does the
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researcher respond to that information without
undermining a pledge of confidentiality? And,
if the researcher divulges the information to
authorities, how can apledge of confidentiality
be given in good faith to other participants?

As these examples suggest, researchers are
sometimes in a bind. Their goa isto develop high-
quality evidence for practice, using the best meth-
ods available, but they must also adhere to rules for
protecting human rights. Another dilemma can arise
if nurse researchers are confronted with conflict-of-
interest situations, in which their expected behavior
asresearchers conflictswith their expected behavior
asnurses (e.g., deviating from aresearch protocol to
give assistance to a patient). It is precisely because
of such conflicts and dilemmas that codes of ethics
have been developed to guide researchers’ efforts.

ETHICAL PRINCIPLES
FOR PROTECTING
STUDY PARTICIPANTS

The Belmont Report articulated three broad princi-
ples on which standards of ethica conduct in
research are based: beneficence, respect for human
dignity, and justice. We briefly discuss these princi-
ples and then describe procedures researchers
adopt to comply with them.

Beneficence

Beneficence imposes a duty on researchers to mini-
mize harm and maximize benefits. Human research
should be intended to produce benefits for partici-
pants or—a situation that is more common—for
others. This principle covers multiple dimensions.

The Right to Freedom

from Harm and Discomfort

Researchers have an obligation to avoid, prevent,
or minimize harm (nonmaleficence) in studies with
humans. Participants must not be subjected to
unnecessary risks of harm or discomfort, and their
participation must be essential to achieving scien-
tifically and societally important aims that could



not otherwise be realized. In research with humans,
harm and discomfort can be physical (e.g., injury,
fatigue), emotional (e.g., stress, fear), socia (e.g.,
loss of social support), or financia (e.g., loss of
wages). Ethical researchers must use strategies to
minimize all types of harms and discomforts, even
ones that are temporary.

Research should be conducted only by qualified
people, especialy if potentially dangerous equip-
ment or specialized procedures are used. Ethical
researchers must be prepared to terminate a study if
they suspect that continuation would result in
injury, death, or undue distress to participants.
When a new medical procedure or drug is being
tested, it is usually advisable to experiment with
animals or tissue cultures before proceeding to
tests with humans. (Guidelines for the ethical treat-
ment of animals are discussed |ater in this chapter.)

Protecting human beings from physical harm
may be straightforward, but the psychological con-
seguences of study participation are usually subtle
and reguire close attention and sensitivity. For
example, participants may be asked questions
about their personal views, weaknesses, or fears.
Such queries might lead people to reveal sensitive
personal information. The point isnot that researchers
should refrain from asking questions, but that they
need to be aware of the nature of the intrusion on
peopl€e's psyches.

The need for sensitivity may be greater in quali-
tative studies, which often involve in-depth explo-
ration on highly personal topics. In-depth probing
may actually expose deep-seated fears that study
participants had previously repressed. Qualitative
researchers, regardless of the underlying research
tradition, must be especially vigilant in anticipating
such problems.

Example of intense self-scrutiny in a quali-
tative study: Caelli (2001) conducted a phenome-
nological study to illuminate nurses’ understandings
of health, and how such understandings translated
into nursing practice. One participant, having
exp\ored her experience of health with the researcher
over several inferview sessions, resigned from her
city hospital job as a result of gaining a new recog-
nition ofthe role health ploye&gin her life.
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The Right to Protection from Exploitation
Involvement in a study should not place partici-
pants at a disadvantage or expose them to damages.
Participants need to be assured that their participa-
tion, or information they might provide, will not be
used against them. For example, people describing
their finances to aresearcher should not be exposed
to the risk of losing public healthcare benefits;
those divulging illegal drug use should not fear
exposure to criminal authorities.

Study participants enter into a special relation-
ship with researchers, and it is crucial that thisrela-
tionship not be exploited. Exploitation may be
overt and malicious (e.g., sexual exploitation, use
of donated blood for developing a commercial
product), but might also be more subtle. For exam-
ple, suppose people agreed to participate in a study
requiring 30 minutes of their time and then the
researcher decided 1 year later to go back to them,
to follow their progress. Unless the researcher had
previously warned participants that there might be
afollow-up study, the researcher might be accused
of not adhering to the agreement previously reached
and of exploiting the researcher—participant rela
tionship.

Because nurse researchers may have a nurse—
patient (in addition to a researcher—participant)
relationship, special care may be required to avoid
exploiting that bond. Patients' consent to partici-
pate in a study may result from their understanding
of the researcher’srole as nurse, not as researcher.

In qualitative research, psychological distance
between researchers and participants often declines
as the study progresses. The emergence of a
pseudotherapeutic relationship is not uncommon,
which heightensthe risk that exploitation could inad-
vertently occur (Eide & Kahn, 2008). On the other
hand, qualitative researchers often are in a better
position than quantitative researchers to do good,
rather than just to avoid doing harm, because of the
relationships they often develop with participants.
Munhall (2012) has argued that qualitative nurse
researchers have the responsibility of ensuring that, if
there are any conflicts, the clinical and therapeutic
imperative of nursing takes precedence over the
research imperative of advancing knowledge.
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Example of therapeutic research experiences:
Beck (2005) reported that participants in her studies
on birth frauma and postHraumatic stress disorder
(PTSD) expressed a range of benefits from their e-mail
exchanges with Beck. Here is what one informant vol-
untarily shared:

“You thanked me for everything in your email, and | want to THANK YOU for
caring. For me, it means a lot that you have taken an inferest in this subject
and are fuking the time and effort fo find out more about PTSD. For someone
to even acknowledge this condition means a lot for someone who has suffered
from it” (p. 417).

Respect for Human Dignity

Respect for human dignity is the second ethical
principle in the Belmont Report. This principle
includes the right to self-determination and the
right to full disclosure.

The Right to Self-Determination
Humans should be treated as autonomous
agents, capable of controlling their actions. Self-
deter mination means that prospective participants
can voluntarily decide whether to take part in astudy,
without risk of prejudicia treatment. It also means
that people have the right to ask questions, to refuse
to give information, and to withdraw from the study.
A person’s right to self-determination includes
freedom from coercion, which involves threats of
penalty from failing to participatein astudy or exces-
sive rewards from agreeing to participate. Protecting
people from coercion requires careful thought when
the researcher is in a position of authority or influ-
ence over potentia participants, asisoften the casein
a nursepatient relationship. The issue of coercion
may require scrutiny even when there is not a pre-
established relationship. For example, a generous
monetary incentive (or stipend) offered to encourage
participation among an economically disadvantaged
group (eg., the homeless) might be considered
mildly coercive because such incentives might pres-
sure prospective participants into cooperation.

The Right to Full Disclosure

Peopl€e's right to make informed, voluntary deci-
sions about study participation requires full disclo-
sure. Full disclosure means that the researcher has
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fully described the nature of the study, the person’s
right to refuse participation, the researcher’s respon-
sibilities, and likely risks and benefits. The right to
self-determination and the right to full disclosure are
the two major elements on which informed consent—
discussed later in this chapter—is based.

Full disclosure is not aways straightforward
because it can create biases and sampl e recruitment
problems. Suppose we were testing the hypothesis
that high school students with a high rate of absen-
teeism are more likely to be substance abusers than
students with good attendance. If we approached
potential participants and fully explained the study
purpose, some students likely would refuse to par-
ticipate, and nonparticipation would be selective;
those least likely to volunteer might well be sub-
stance abusing students—the group of primary
interest. Moreover, by knowing the research ques-
tion, those who do participate might not give can-
did responses. In such a situation, full disclosure
could undermine the study.

A technique that is sometimes used in such situa-
tionsiscovert data collection (concealment), which
is the collection of data without participants’ knowl-
edge and consent. This might happen, for example,
if aresearcher wanted to observe people's behav-
ior in real-world settings and worried that doing
so openly would affect the behavior of interest.
Researchers might choose to obtain the information
through concealed methods, such as by videotaping
with hidden equipment or observing while pretend-
ing to be engaged in other activities. Covert data col-
lection may in some cases be acceptable if risks are
negligible and participants' right to privacy has not
been violated. Covert data collectionisleast likely to
be ethically tolerableif the study isfocused on sensi-
tive aspects of people’'s behavior, such asdrug use or
sexual conduct.

A more controversial technique is the use of
deception, which involves deliberately withhold-
ing information about the study or providing par-
ticipants with false information. For example, in
studying high school students' use of drugs, we
might describe the research as a study of stu-
dents' health practices, which is a mild form of
misinformation.



Deception and concealment are problematic
ethically because they interfere with participants
right to make truly informed decisions about per-
sonal costs and benefits of participation. Some
people argue that deception is never justified. Oth-
ers, however, believe that if the study involves
minimal risk to participants and if there are antici-
pated benefits to society, then deception may be
justified to enhance the validity of the findings.
ANA guidelines offer this advice about deception
and conceal ment:

The investigator understands that concealment or
deception in research is controversial, depending
on thetype of research. Some investigators believe
that concealment or deception in research can
never be morally justified. Theinvestigator further
understands that before concealment or deception
isused, certain criteria must be met: (1) The study
must be of such small risk to the research partici-
pant and of such great significance to the advance-
ment of the public good that concealment or
deception can be morally justified . . . (2) The
acceptability of concealment or deception is
related to the degree of risks to research partici-
pants . . . (3) Concealment or deception are used
only as last resorts, when no other approach can
ensure the validity of the study’s findings . . .
(4) The investigator has a moral responsibility to
inform research participants of any concealment
or deception as soon as possible and to explain
the rationale for its use. (Silva, 1995, p. 10,
Section 4.2).

Another issue that has emerged in this era of
electronic communication concerns data collection
over the Internet. For example, some researchers
analyze the content of messages posted to chat
rooms, blogs, or listserves. The issue is whether
such messages can be treated as research data
without permission and informed consent. Some
researchers believe that messages posted electroni-
cally arein the public domain and can be used with-
out consent for research purposes. Others, however,
feel that standard ethical rules should apply in
cyberspace research and that electronic researchers
must carefully protect the rights of those who are
participantsin “virtual” communities. Guidance for
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the ethical conduct of health research on the Inter-
net has been devel oped by such writers as Ellett and
colleagues (2004), Flicker and colleagues (2004),
and Holmes (2009).

Justice

Thethird broad principle articul ated in the Belmont
Report concerns justice, which includes partici-
pants right to fair treatment and their right to
privacy.

The Right to Fair Treatment

One aspect of justice concerns the equitable distrib-
ution of benefits and burdens of research. Partici-
pant selection should be based on study requirements
and not on agroup’s vulnerability. Participant selec-
tion has been a key ethical issue historicaly, with
some researchers selecting groups with lower socia
standing (e.g., poor people, prisoners) as partici-
pants. The principle of justice imposes particular
obligations toward individuals who are unable to
protect their own interests (e.g., dying patients) to
ensure that they are not exploited.

Distributive justice also imposes duties to nei-
ther neglect nor discriminate against individuals or
groups who may benefit from research. During the
1980s and early 1990s, there was strong evidence
that women and minorities were being unfairly
excluded from many clinical studies in the United
States. This led to the promulgation of regulations
requiring that researchers who seek funding from
the National Institutes of Health (NIH) include
women and minorities as participants. The regula-
tions also require researchers to examine whether
clinical interventions have differential effects (e.g.,
whether benefits are different for men than for
women), although this provision has had limited
adherence (Polit & Beck, 2009).

The fair treatment principle covers issues other
than participant selection. The right to fair treat-
ment means that researchers must treat people who
decline to participate (or who withdraw from the
study after initial agreement) in a nonprejudicial
manner; that they must honor all agreements made
with participants (including payment of any promised
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stipends); that they demonstrate respect for the
beliefs, habits, and lifestyles of people from differ-
ent backgrounds or cultures; that they give partici-
pants access to research staff for desired clarification;
and that they afford participants courteous and tactful
treatment at all times.

The Right to Privacy
Most research with humansinvolvesintrusionsinto
personal lives. Researchers should ensure that their
research is not more intrusive than it needs to be
and that participants' privacy is maintained contin-
uously. Participants have the right to expect that
their datawill be kept in strictest confidence.
Privacy issues have become especialy salient in
the U.S. healthcare community since the passage of
the Health Insurance Portability and Accountability
Act of 1996 (HIPAA), which articulates federal
standards to protect patients' health information.
In response to the HIPAA legislation, the U.S.
Department of Health and Human Services issued
the regulations Standards for Privacy of Individu-
ally Identifiable Health Information. For most
healthcare providers who transmit health informa-
tion electronically, compliance with these regula-
tions, known as the Privacy Rule, was required as
of April 14, 2003.

:) T 1P : Some information relevant to HIPAA compliance is pre-
sented in this chapter, but you should confer with any organizations
that are involved in the research (if they are covered entities) regard-
ing their practices and policies relating fo HIPAA provisions. Also,
there are websites that provide extensive information about the
implications of HIPAA for health research:
http://privacyruleandresearch.nih.gov/ and
www.hhs.gov/ocr/hipaa/quidelines/research.pdf

PROCEDURES FOR
PROTECTING STUDY
PARTICIPANTS

Now that you are familiar with fundamental ethical
principlesin research, you need to understand pro-
cedures that researchers use to adhere to them.
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Risk/Benefit Assessments

One strategy that researchers can use to protect par-
ticipants is to conduct a risk-benefit assessment.
Such an assessment is designed to examine whether
the benefits of participating in a study are in line
with the costs, be they financial, physical, emo-
tional, or social—that is, whether the risk/benefit
ratio is acceptable. The assessment of risks and
benefits that individual participants might experi-
ence should be shared with them so that they can
evaluate whether it isin their best interest to partic-
ipate. Box 7.1 summarizes major costs and benefits
of research participation.

:) T 1P : The Toolkit in the accompanying Resource
Manualincludes a Word document with the factors in Box 7.1
arranged in worksheet form for you to complete in doing a risk/
benefit assessment. By completing the worksheet, it may be easier
for you to envision opportunities for “doing good” and to avoid
possibilities of doing harm.

Therisk/benefit ratio should aso consider whether
risks to participants are on a par with benefits to
society and to nursing in terms of the evidence pro-
duced. A broad guideline is that the degree of risk
by participants should never exceed the potential
humanitarian benefits of the knowledge to be gained.
Thus, the selection of a significant topic that has the
potential to improve patient care is the first step in
ensuring that research is ethical.

All research involves some risks, but risk is
sometimes minima. Minimal risk is defined as
risks no greater than those ordinarily encountered
in daily life or during routine tests or procedures.
When the risks are not minimal, researchers must
proceed with caution, taking every step possible to
diminish risks and maximize benefits. If expected
risks to participants outweigh the anticipated bene-
fits of the study, the research should be redesigned.

In quantitative studies, most details of the study
usualy are spelled out in advance, so a reasonably
accurate risk/benefit ratio assessment can be devel-
oped. Qualitative studies, however, usually evolve
as data are gathered, so it may be more difficult to
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BOX 7.1 Potential Benefits and Risks of Research to Participants
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MAJOR POTENTIAL BENEFITS TO PARTICIPANTS

® Access to a potentially beneficial intervention that might otherwise be unavailable to them

® Comfort in being able fo discuss their situation or problem with a friendly, objective person

® |ncreased knowledge about themselves or their conditions, either through opportunity for introspection and
self-reflection or through direct interaction with researchers

® FEscape from normal routine, excitement of being part of a study

® Satisfaction that information they provide may help others with similar problems or conditions

® Direct monetary or material gains through stipends or other incentives

MAJOR POTENTIAL RISKS TO PARTICIPANTS

® Physical harm, including unanticipated side effects

® Physical discomfort, fatigue, or boredom

® Psychological or emotional distress resulting from selfdisclosure, infrospection, fear of the unknown,
discomfort with sirangers, fear of eventual repercussions, anger or embarrassment af the type of questions

being asked

Loss of privacy
Loss of fime

assess all risks at the outset. Qualitative researchers
must remain sensitive to potential risks throughout
the study.

Example of ongoing risk/benefit
assessment: Carlsson and colleagues (2007) dis-
cussed ethical issues relating fo the conduct of infer-
views with people who have brain damage. The
researchers noted the need for ongoing vigilance
and affention to cues about risks and beneﬁits. For
example, one interview had fo be interrupted
because the participant displayed signs of distress.
Afterward, however, the participant expressed grati-
tude for the opportunity to discuss his experience.

One potential benefit to participants is monetary.
Stipends offered to prospective participants are
rarely viewed as an opportunity for financial gain,
but there is ample evidence that stipends are useful
incentives to participant recruitment and retention
(Edwards et a., 2009; Robinson et al., 2007). Finan-
cial incentives are especially effective when the
group under study is difficult to recruit, when the

Social risks, such as the risk of stigma, adverse effects on personal relationships, loss of status

Monetary costs [e.g., for fransporfation, child care, time lost from work|

study istime-consuming or tedious, or when partici-
pantsincur study-related costs (e.g., for child care or
transportation). Stipends range from $1 to hundreds
of dollars, but most are in the $20 to $30 range.

:) TIP : Inevaluating the anticipated risk/benefit ratio of a
study design, you might want to consider how comfortable you would
feel about being a study participant.

Informed Consent and Participant
Authorization

A particularly important procedure for safeguard-
ing study participants involves obtaining their
informed consent. Informed consent means that
participants have adequate information about the
research, comprehend that information, and have
the ability to consent to or decline participation
voluntarily. This section discusses procedures for
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obtaining informed consent and for complying
with HIPAA rules regarding accessing patients
health information.

The Content of Informed Consent

Fully informed consent involves communicating
the following pieces of information to partici-
pants:

1. Participant status. Prospective participants
need to understand the distinction between
research and treatment. They should be told
which healthcare activities are routine and
which are implemented specificaly for the
study. They also should be informed that data
they provide will be used for research purposes.

2. Sudy goals. The overal goals of the research
should be stated, in lay rather than technical
terms. The use to which the data will be put
should be described.

3. Type of data. Prospective participants should
be told what type of datawill be collected.

4. Procedures. Prospective participants should be
given a description of the data collection pro-
cedures and of procedures to be used in any
innovative treatment.

5. Nature of the commitment. Participants should
be told the expected time commitment at each
point of contact and the number of contacts
within a given timeframe.

6. Sponsorship. Information on who is sponsor-
ing or funding the study should be noted; if the
research is part of an academic requirement,
this information should be shared.

7. Participant selection. Prospective participants
should be told how they were selected for
recruitment and how many peoplewill be partic-
ipating.

8. Potential risks. Prospective participants should
be informed of any foreseeable risks (physical,
psychological, social, or economic) or discom-
forts and efforts that will be taken to minimize
risks. The possibility of unforeseesble risks
should also be discussed, if appropriate. If
injury or damage is possible, treatments that
will be made available to participants should be
described. When risks are more than minimal,
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prospective participants should be encouraged
to seek advice before consenting.

9. Potential benefits. Specific benefits to partici-
pants, if any, should be described, as well as
possible benefits to others.

10. Alternatives. If appropriate, participants should
be told about alternative procedures or treat-
ments that might be advantageous to them.

11. Compensation. If stipends or reimbursements
are to be paid (or if treatments are offered
without fee), these arrangements should be
discussed.

12. Confidentiality pledge. Prospective partici-
pants should be assured that their privacy will
at all times be protected. If anonymity can be
guaranteed, this should be stated.

13. Voluntary consent. Researchers should indi-
cate that participation is strictly voluntary and
that failure to volunteer will not result in any
penalty or loss of benefits.

14. Right to withdraw and withhold information.
Prospective participants should be told that,
after consenting, they have the right to with-
draw from the study or to withhold any spe-
cific piece of information. Researchers may
need to describe circumstances under which
researchers would terminate the study.

15. Contact information. The researcher should
tell participants whom they could contact in
the event of further questions, comments, or
complaints.

In qualitative studies, especially those requiring
repeated contact with participants, it may be diffi-
cult to obtain meaningful informed consent at the
outset. Qualitative researchers do not always know
in advance how the study will evolve. Because the
research design emerges during data collection,
researchers may not know the exact nature of the
data to be collected, what the risks and benefits to
participants will be, or how much of atime commit-
ment they will be expected to make. Thus, in aqual-
itative study, consent is often viewed as an ongoing,
transactional process, sometimes called process
consent. In process consent, the researcher continu-
ally renegotiates the consent, allowing participants



to play a collaborative role in the decision-making
process regarding ongoing participation.

Example of process consent: Treacy and
colleagues (2007) conducted a three-round longitu-
dinal study of children’s emerging perspectives and
experiences of cigarette smoking. Parents and chil-
dren consented to the children’s participation. At
each round, consent to continue participating in the
study was reconfirmed.

Comprehension of Informed Consent

Consent information is normally presented to
prospective participants while they are being
recruited, either orally or in writing. Written notices
should not, however, take the place of spoken expla-
nations, which provide opportunities for elaboration
and for participants to question and “screen” the
researchers.

Example of “screening” of researchers:
Speraw (2009) did an in-depth study of adults and
children with disabilities. Parental consent was
c;}btoined for child participants, and Speraw noted
that:

“. .. extensive discussion with parents took place via telephone.
Additional conversations fook place in the parficipants” homes prior to
the inferview. This period of rapport building was deemed essential,
allowing parents ample opportunity to screen the researcher and
make a determination of the suitability of the study for their child”
(p. 736).

Because informed consent is based on a per-
son’s evaluation of the potential risks and benefits
of participation, critical information must not only
be communicated, but aso understood. Researchers
may have to play a “teacher” role in communicat-
ing consent information. They should be careful to
use simple language and to avoid jargon and tech-
nical terms whenever possible; they should also
avoid language that might unduly influence the per-
son’'s decision to participate. Written statements
should be consistent with the participants' reading
levels and educational attainment. For participants
from ageneral population (e.g., patientsin a hospi-
tal), the statement should be written at about the
7th or 8th grade reading level.
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:) T 1P : Yates and colleagues (2009) described an innovative
visual presentation of informed consent information designed to
improve communication and enhance parficipation rates.

For some studies, especialy those involving
more than minimal risk, researchers need to make
special efforts to ensure that prospective partici-
pants understand what participation will entail. In
some cases, this might involve testing participants
for their comprehension of the informed consent
material before deeming them eligible. Such efforts
are especially warranted with participants whose
native tongue is not English or who have cognitive
impairments.

Example of confirming comprehension in
informed consent: Horgas and colleagues
[2008) studied the relationship between pain and
functional disability in older adults. Prospective par-
ficipants had to demonstrate ability fo provide
informed consent:

“Ability o consent was ascertained by explaining the study to potential par-
ficipants, who were then asked to describe the study” (p. 344). All written
materials for the study, including consent forms, were af the 8-grade read-
ing level and printed in 14-point font.

Documentation of Informed Consent
Researchers usually document informed consent
by having participants sign a consent form. In the
United States, federal regulations for studies
funded by the government require written consent
of participants, except under certain circumstances.
When the study does not involve an intervention
and data are collected anonymously—or when
existing data from records or specimens are used
and identifying information is not linked to the
data—regulations requiring written informed con-
sent do not apply. HIPAA legidation is explicit
about the type of information that must be elimi-
nated from patient records for the data to be con-
sidered de-identified.

The consent form should contain all the infor-
mation essential to informed consent. Prospective
participants (or alegally authorized representative)
should have ample time to review the document
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before signing it. The consent form should also be
signed by the researcher, and a copy should be
retained by both parties.

An example of awritten consent form used in a
study of one of the authors is presented in Figure
7.1. The numbersin the margins of this figure cor-
respond to the types of information for informed
consent outlined earlier. (The form does not indi-
cate how people were selected; prospective partici-
pants knew they were recruited from a particular
support group.)

:) TIP: Indeveloping a consent form, the following
suggestions might prove helpful:

1. Organize the form coherently so that prospective participants
can follow the logic of what is being communicated. If the
form is complex, use headings as an organizational aid.

2. Use a large enough font so that the form can be easily read,
and use spacing that avoids making the document appear foo
dense. Make the form atiractive and inviting.

3. In general, simplify. Use dear, consistent terminology. Avoid
technical terms if possible. If technical terms are needed,
include definitions. Some suggestions are offered in the
Toolkit.

4. Assess the form's reading level by using a readability
formula to ensure an appropriate level for the group under
study. There are several such formulas, the most widely used
being the FOG Index (Gunning, 1968), the Flesch Reading
Ease score, and Flesch-Kincaid grade level score (Flesch,
1948). Microsoft Word provides Flesch readability stafistics.
e In Word 2003, click Tools — Options — Spelling and

Grammar —> Show Readability Stafistics.

e InWord 2007, click the Microsoft Office button (upper left
corner) — Word Options — Proofing — Check Grammar
with Spelling + Show Readability Stafistics.

e InWord 2010, click the blue Office button (upper left
corner) — Options — Proofing — Check Grammar with
Spelling + Show Readability Statistics.

5. Test the form with people similar to those who will be
recruited, and ask for feedback.

In certain circumstances (e.g., with non—English-
speaking participants), researchers with NIH fund-
ing have the option of presenting the full information
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orally and then summarizing essential information
in ashort form. If a short form is used, however,
the oral presentation must be witnessed by a third
party, and the witness's signature must appear on
the short consent form. The signature of a third-
party witness is also advisable in studies involving
more than minimal risk, even when a comprehen-
sive consent form is used.

When the primary means of data collection is
through a self-administered questionnaire, some
researchers do not obtain written informed consent
because they assumeimplied consent (i.e., that the
return of the completed questionnaire reflects vol-
untary consent to participate). This assumption,
however, may not always be warranted (e.g., if
patients feel that their treatment might be affected
by failure to cooperate with the researcher).

:) T 1P : The Toolkit in the accompanying Resource
Manual includes several informed consent forms as Word documents
that can be adapted for your use. (Many universities offer templates
for consent forms.) The Toolkit also includes several other resources
designed to help you with the ethical aspects of a study.

Authorization to Access Private
Health Information
Under HIPAA regulations in the United States, a
covered entity such as a hospital can disclose indi-
vidualy identifiable health information (I1HI) from
itsrecordsiif the patient signs an authorization. The
authorization can be incorporated into the consent
form, or it can be a separate document. Using a
separate authorization form may be advantageous
to protect the patients' confidentiality because the
form does not need to provide detailed information
about the purpose of the research. If the research
purpose is not sensitive, or if the hospital or entity
is aready cognizant of the study purpose, an inte-
grated authorization and consent form may suffice.
The authorization, whether obtained separately
or as part of the consent form, must include the
following: (1) who will receive the information,
(2) what type of information will be disclosed,
and (3) what further disclosures the researcher
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Informed Consent Form

| understand that | am being asked to participate in a research study at Saint Francis
Hospital and Medical Center. This research study will evaluate: What it is like being a

mother of multiples during the first year of the infants' lives. If | agree to participate in the
study, | will be interviewed for approximately 30 to 60 minutes about my experience as a
mother of multiple infants. The interview will be tape-recorded and take place in a private
office at Saint Francis Hospital. No identifying information will be included when the interview
is transcribed. | understand | will receive $25.00 for participating in the study. There are no
known risks associated with this study.

| realize that | may not participate in the study if | am younger than 18 years of age or |
cannot speak English.

| realize that the knowledge gained from this study may help either me or other mothers of
multiple infants in the future.

| realize that my participation in this study is entirely voluntary, and | may withdraw from the
study at any time | wish. If | decide to discontinue my participation in this study, | will
continue to be treated in the usual and customary fashion.

I understand that all study data will be kept confidential. However, this information may be
used in nursing publications or presentations.

I understand that if | sustain injuries from my participation in this research project, | will not
be automatically compensated by Saint Francis Hospital and Medical Center.

If I need to, | can contact Dr. Cheryl Beck, University of Connecticut, School of Nursing, any
time during the study.

The study has been explained to me. | have read and understand this consent form, all of my
questions have been answered, and | agree to participate. | understand that | will be given a
copy of this signed consent form.
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Signature of Participant Date
Signature of Witness Date
Signature of Investigator Date

Example of an informed consent form.
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anticipates. The need for patient authorization to
access |IHI can be waived only under certain cir-
cumstances. Patient authorization usually must be
obtained for data that are created as part of the
research, as well as for information already main-
tained in institutional records (Olsen, 2003).

Confidentiality Procedures

Study participants have the right to expect that data
they provide will be kept in strict confidence. Par-
ticipants' right to privacy is protected through vari-
ous confidentiality procedures.

Anonymity

Anonymity, the most secure means of protecting
confidentiality, occurs when the researcher cannot
link participants to their data. For example, if ques-
tionnaires were distributed to a group of nursing
home residents and were returned without any iden-
tifying information, responses would be anony-
mous. As another example, if aresearcher reviewed
hospital records from which al identifying infor-
mation (e.g., name, socia security number, and so
on) had been expunged, anonymity would again
protect participants' right to privacy. Whenever it is
possible to achieve anonymity, researchers should
strive to do so. Distributed questionnaires through
the mail, to groups of participants, or over the Inter-
net are especially conducive to anonymity.

Example of anonymity: \Vagner and colleagues
(2009) distributed anonymous questionnaires o
members of gerontological nursing organizations in
the United States and Canada. The questionnaires
elicited nurses’ perceptions of workplace safety cul-
fure in longterm care settings.

Confidentiality in the Absence

of Anonymity

When anonymity is impossible, confidentiality
procedures need to be implemented. A promise of
confidentiality is a pledge that any information
participants provide will not be publicly reported in
amanner that identifies them, and will not be acces-
sible to others. This means that research informa-
tion should not be shared with strangers nor with
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people known to participants (e.g., relatives, doc-
tors, other nurses), unless participants give explicit
permission to do so.

Researchers can take a number of steps to
ensure that a breach of confidentiality does not
occur, including the following:

e Obtain identifying information (e.g., name,
address) from participants only when essential.

e Assign an identification (ID) number to each
participant and attach the ID number rather than
other identifiers to the actual data.

e Maintain identifying information in a locked
file.

* Restrict access to identifying information to
only afew people on a need-to-know basis.

e Enter no identifying information onto computer
files.

e Destroy identifying information as quickly as
practical.

e Make research personnel sign confidentiality
pledges if they have access to data or identify-
ing information.

* Report research information in the aggregate; if
information for an individua is reported, dis-
guise the person’s identity, such as through the
use of afictitious name.

:) T 1P : Researchers who plan to collect data from participants
multiple times (or who use multiple forms that need to be linked) do
not have to forego anonymity. A technique that has been successful is
to have participants themselves generate an ID number. They might
be instructed, for example, to use their birth year and the first three
letters of their mother’s maiden names as their ID code (e.g.,
1946CRU). This code would be put on every form so that forms could
be linked, but researchers would not know participants’ identities.

Qualitative researchers may need to take extra
stepsto safeguard participants’ privacy. Anonymity is
almost never possible in quditative studies because
researchers typicaly become closdly involved with
participants. Moreover, because of the in-depth
nature of quditative studies, there may be a greater
invasion of privacy than is true in quantitative
research. Researchers who spend time in the home



of a participant may, for example, have difficulty
segregating the public behaviors that the participant
iswilling to share from private behaviors that unfold
during data collection. A final issueisadequately dis-
guising participants in reports. Because the number
of participants is small, qualitative researchers may
need to take extra precautions to safeguard identities.
This may mean more than simply using a fictitious
name. Qualitative researchers may have to dightly
distort identifying information, or provide only gen-
eral descriptions. For example, a 49-year-old antique
dealer with ovarian cancer might be described as “a
middle-aged cancer patient who worked in retail
sales’ to avoid identification that could occur with
the more detailed description.

Example of confidentiality procedures in a
qualitative study: Graffigna and Olson (2009)
studied how young people talk about HIV/AIDS in a
group inferview. Pofential participants were assured
of confidentiality and the voluntary nature of partici-
pation. Participants signed consent forms in the pres-
ence of researchers so that questions could be
addressed. Names and identifying information were
removed from data and stored separately in the
researchers’ office. Transcripts of the group
discussion were analyzed anonymously.

Certificates of Confidentiality

There are situationsin which confidentiality can cre-
ate tensions between researchers and legal or other
authorities, especidly if participants are involved in
criminal or dangerous activity (eg., substance
abuse, unprotected sexua intercourse). To avoid the
possibility of forced, involuntary disclosure of sensi-
tive research information (e.g., through a court order
or subpoena), researchers in the United States can
apply for a Certificate of Confidentiality from the
National Institutes of Health (Lutz et al., 2000). Any
research that involves the collection of personally
identifiable, sensitive information is potentially eli-
gible for a Certificate, even if the study is not feder-
ally funded. Information is considered sensitiveif its
release might damage participants' financial stand-
ing, employability, or reputation or might lead to
discrimination; information about a person’s mental
hedlth, aswell as genetic information, isalso consid-
ered sensitive.
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A Certificate of Confidentiality protects against
the forced disclosure of research data in a wide
range of situations. A Certificate allows researchers
to refuse to disclose identifying information on
study participants in any civil, criminal, adminis-
trative, or legislative proceeding at the federal,
state, or local level.

A Certificate of Confidentiality helps researchers
to achieve their research objectives without threat of
involuntary disclosure and can be helpful in recruit-
ing participants. Researchers who obtain a Certificate
should alert prospective participants about this valu-
able protection in the consent form, and should note
any planned exceptions to those protections. For
example, a researcher might decide to voluntarily
comply with state child abuse reporting laws even
though the Certificate would prevent authorities from
punishing researchers who chose not to comply.

Example of obtaining a Certificate of
Confidentiality: Laughon (2007) conducted an
in-depth study of the ways in which poor, urban
African American women with a history of physical
abuse stay healthy. Interviews covered a range of
sensitive fopics ([domestic violence, substance
abuse), so the researcher obtained a Certificate of

Confidentiality.

Debriefings, Communications,

and Referrals

Researchers can often show their respect for
participants—and proactively minimize emotional
risks—by carefully attending to the nature of the
interactions they have with them. For example,
researchers should always be gracious and polite,
should phrase questions tactfully, and should be
sensitive to cultural and linguistic diversity.
Researchers can also use more formal strategies
to communicate respect and concern for partici-
pants’ well-being. For example, it is sometimes use-
ful to offer debriefing sessions after data collection
is completed to permit participants to ask questions
or air complaints. Debriefing is especially important
when the data collection has been stressful or when
ethical guidelines had to be “bent” (eg., if any
deception was used in explaining the study).
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Example of debriefing: Sandgren and colleagues
(2000) studied strategies that palliative cancer nurses
used fo avoid being emotionoﬁy overloaded. After
each in-depth inferview with 46 nurses,

“. .. we made sure that the participants were doing well, and we assessed
possible needs for emotional support” (p. 81).

It is aso thoughtful to communicate with partici-
pants after the study iscompleted to let them know that
their participation was appreciated. Researchers some-
times demongirate their interest in study participants
by offering to share study findings with them once the
data have been analyzed (e.g., by mailing them asum-
mary or advising them of an appropriate website).

Example of thanking participants: Hsioo and
Van Riper (2009) studied individual and family
adaptation in Taiwanese families with relatives who
had severe and persistent mental illness. At the end
of the study, eocﬁ participant was sent a thank you
card to convey grafitude for their fime.

Finaly, in some situations, researchers may need
to assist study participants by making referrals to
appropriate health, social, or psychological services.

Example of referrals: Caldwell and Redeker
(2009 studied psychological distress in women
living in inner cities. All participants were offered the
opportunity fo obtain counseling at a local health
center. VWomen whose psychological disfress scores
were moderate were referred fo the health center.
Those whose scores were severe were escorted fo
the psychiatric emergency room where they were
immegictely evaluated by a clinician.

Treatment of Vulnerable Groups

Adherence to ethical standards is often straightfor-
ward, but additional procedures and heightened
sensitivity may be required to protect the rights of
specia vulnerable groups. Vulnerable popula-
tions may be incapable of giving fully informed
consent (e.g., mentally retarded people) or may be
at risk of unintended side effects because of their
circumstances (e.g., pregnant women). Researchers
interested in studying high-risk groups should
understand guidelines governing informed consent,
risk/benefit assessments, and acceptable research
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procedures for such groups. In general, research
with vulnerable groups should be undertaken only
when the risk/benefit ratio is low or when there is
no alternative (e.g., studies of childhood develop-
ment require child participants).

Among the groups that nurse researchers should
consider vulnerable are the following:

e Children. Legaly and ethicaly, children do not
have competence to give informed consent, so the
informed consent of children’s parents or lega
guardians must be obtained. It is appropriate,
however—especidly if thechildisat least 7 years
old—to obtain the child's assent as well. Assent
refers to the child’s affirmative agreement to par-
ticipate. If the child is mature enough (e.g., a 12-
year-old) to understand basic informed consent
information, it is advisableto obtain written assent
from the child as well, as evidence of respect
for the child’s right to sdlf-determination.
Lindeke and colleagues (2000) and Kanner and
colleagues (2004) provided guidance on chil-
dren’s assent and consent to participate in
research. The U.S. government hasissued specia
regulations (Subpart D of the Code of Federd
Regulations, 2005) for the additional protection
of children as study participants.

e Mentally or emotionally disabled people. Indi-

viduals whose disability makes it impossible

for them to weigh the risks and benefits of par-
ticipation (e.g., people affected by cognitive
impairment, coma, and so on) aso cannot
legally or ethically provide informed consent.
In such cases, researchers should obtain the
written consent of a legal guardian. To the
extent possible, informed consent or assent
from participants themselves should be sought
as a supplement to consent by a guardian. NIH
guidelines note that studies involving people
whose autonomy is compromised by disability
should focusin adirect way on their condition.

Severely ill or physically disabled people. For

patients who are very ill or undergoing certain

treatments, it might be necessary to assess their
ability to make reasoned decisions about study
participation. For example, Higgins and Daly



(1999) described a process they used to assess
decisional capacity in mechanicaly ventilated
patients. For certain disabilities, special proce-
dures for obtaining consent may be required.
For example, with deaf participants, the entire
consent process may need to be in writing. For
people who have a physical impairment pre-
venting them from writing or for participants
who cannot read and write, aternative proce-
dures for documenting informed consent (such
as audiotaping or videotaping consent proceed-
ings) should be used.

The terminally ill. Terminaly ill people who
participate in studies seldom expect to benefit
personally from the research, so the risk/benefit
ratio needs to be carefully assessed. Researchers
must al so take steps to ensure that the healthcare
and comfort of terminally ill participants are not
compromised. Specia procedures may be
needed to obtain informed consent if they are
physically or mentally incapacitated.
Ingtitutionalized people. Particular careis required
in recruiting ingtitutionalized people because they
depend on hedlthcare personnel and may fed pres-
sured into participating, or may believe that their
treatment would be jeopardized by failure to coop-
erate. Inmates of prisons and other correctional
fecilities, who have logt their autonomy in many
gpheres of activity, may smilarly fed constrained
in their ability to withhold consent. The U.S. gov-
ernment hasissued specific regulationsfor the pro-
tection of prisoners as study participants (see Code
of Federd Regulations, 2005, Subpat C).
Researchers studying ingtitutionalized groups need
to emphasi ze the voluntary nature of participation.
Pregnant women. The U.S. government has
issued additional requirements governing
research with pregnant women and fetuses
(Code of Federal Regulations, 2005, Subpart
B). These requirements reflect a desire to
safeguard both the pregnant woman, who may
be at heightened physical and psychological
risk, and the fetus, who cannot give informed
consent. The regulations stipulate that a preg-
nant woman cannot be involved in a study
unless its purpose is to meet the health needs
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of the pregnant woman, and risks to her and
the fetus are minimized or there is only a mini-
mal risk to the fetus.

Example of research with a vulnerable
group: Kelly and colleagues (2009) studied dating
violence among girls (average age of 15) in the juve-
nile justice system who were parficipating in a health
promotion program in Bexar County, Texas. The
authors nofed that because of the high prevalence of
violence and neglect in this population, the ethics
review committee of Kelly's university waived obtain-
ing parental consent as being a source of potential
harm. Girls were assured in person that participation
was voluntary and that lack of participation would not
affect their detention or probation status.

It should go without saying that researchers
need to proceed with great caution in conducting
research with people who might fall into two or
more vulnerable categories, as was the case in the
preceding example.

:) T 1P : Jacobson (2005) has astutely pointed out the need to
be vigilant on behalf of persons not traditionally identified as vulner-
able and, therefore, not covered in standard protocols regarding vul-
nerable participants. Anybody may be vulnerable at any given time

due fo acute illness or special circumstances that challenge the capac-
ity to provide truly informed consent.

External Reviews and the Protection

of Human Rights

Researchers, who often have a strong commitment to
their research, may not be objective in their risk/
benefit assessments or in their efforts to protect par-
ticipants' rights. Because of the possibility of abiased
sdlf-evaluation, the ethical dimensions of a study
should normally be subjected to external review.
Most institutions where research is conducted
have forma committees for reviewing proposed
research plans. These committees are sometimes
called human subjects committees, ethical advisory
boards, or research ethics committees. In the United
States, the committee likely will be called an I nsti-
tutional Review Board (IRB), whereas in Canada
itiscalled a Research EthicsBoard (REB).
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:) T 1P : You should find out early what an institution’s require-
ments are regarding ethics, in terms of its forms, procedures, and
review schedules. Also, it is wise to allow a generous amount of time
for negotiating with IRBs, which may require procedural modifications
and re-review.

Quialitative researchers in various countries have
expressed some concerns that standard ethical review
procedures are not sengitive to special issues and cir-
cumstances faced in qualitative research. There is
concern that regulationswere“ . . . created for quanti-
tative work, and can actualy impede or interrupt work
that is not hypothesis-driven ‘hard science'” (Van de
Hoonaard, 2002, p. i). Thus, qualitative researchers
may need to take extra care to explain their methods,
rationales, and approaches to review board members
unfamiliar with qualitative research.

Institutional Review Boards

In the United States, federally sponsored studies
are subject to strict guidelines for evaluating the
treatment of human participants. (Guidance on
human subjects issues in grant applications is pro-
vided in Chapter 29.) Before undertaking such a
study, researchers must submit research plans to
the IRB, and must also go through formal training
on ethical conduct and a certification process that
can be completed online.

The duty of the IRB is to ensure that the pro-
posed plans meet federal requirements for ethical
research. An IRB can approve the proposed plans,
require modifications, or disapprove the plans. The
main requirements governing IRB decisions may
be summarized as follows (Code of Federal Regu-
lations, 2005, 846.111):

* Risksto participants are minimized.

* Risks to participants are reasonable in relation
to anticipated benefits, if any, and the impor-
tance of the knowledge that may reasonably be
expected to result.

e Selection of participantsis equitable.

e Informed consent will be sought, as required,
and appropriately documented.

* Adequate provision is made for monitoring the
research to ensure participants’ safety.
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* Appropriate provisions are made to protect par-
ticipants' privacy and confidentiality of the data.

e When vulnerable groups are involved, appro-
priate additional safeguards are included to pro-
tect their rights and welfare.

Example of IRB approval: Jones and her
colleagues (2010) studied the meaning of surviving
cancer among Lafino adolescents and young adults.
The procedures and protocols for the study were
approved by the IRBs of two cancer clinics where the
study was conducted.

Many studies require a full IRB review involv-
ing a meeting at which amajority of IRB members
are present. An IRB must have five or more mem-
bers, at least one of whom is not aresearcher (e.g.,
amember of the clergy or alawyer may be appro-
priate). One IRB member must be a person who is
not affiliated with the institution and is not afamily
member of an affiliated person. To protect against
potential biases, the IRB cannot comprise entirely
men, women, or members from asingle profession.

For certain research involving no more than
minimal risk, the IRB can use expedited review
procedures, which do not require a meeting. In an
expedited review, a single IRB member (usually
the IRB chairperson) carries out the review. An
example of research that qualifies for an expedited
IRB review is minimal-risk research “. . . employ-
ing survey, interview, focus group, program evalua-
tion, human factors evaluation, or quality assurance
methodologies” (Code of Federal Regulations,
2005, §46.110).

Federal regulations also alow certain types of
research in which there are no apparent risk to par-
ticipants to be exempt from IRB review. The web-
site of the Office of Human Research Protections,
in its policy guidance section, includes decision
charts designed to clarify whether a study is
exempt.

:) T 1P : Researchers seeking a Certificate of Confidentiality must
first obtain IRB approval because such approval is a prerequisite for the
Certificate. Applications for the Cerfificate should be submitted af least
3 months before parficipants are expected to enroll in the study.




Data and Safety Monitoring Boards
In addition to IRBs, researchers in the United
States may have to communicate information about
ethical aspects of their studies to other groups. For
example, some institutions have established sepa-
rate Privacy Boar dsto review researchers compli-
ance with provisions in HIPAA, including review
of authorization forms and regquests for waivers.
For researchers evaluating interventionsin clinical
trials, NIH aso requiresreview by adata and safety
monitoring board (DSMB). The purpose of a
DSMB isto oversee the safety of participants, to pro-
mote data integrity, and to review accumulated out-
come data on a regular basis to determine whether
study protocols should be dtered, or the study
stopped atogether. Members of aDSMB are selected
based on their clinical, statistical, and methodologic
expertise. The degree of monitoring by the DSMB
should be proportionate to the degree of risk involved.

Example of a Data and Safety Monitoring
Board: Artinian and colleagues (2007) tested the
effectiveness of a nursemanaged telemonitoring infer
vention for lowering blood pressure among hyperten-
sive African Americans. In a separate orﬁge, the
researchers presented a good description of their
data and safety monitoring plan and discussed how

IRBs and DSMBs differ (Artinian et al., 2004).

Building Ethics into the Design of the Study

Researchers need to give careful thought to ethical
requirements while planning a study, and should
ask themselves whether intended safeguards for
protecting humans are sufficient. They must con-
tinue their vigilance throughout the course of the
study as well, because unforeseen ethical dilemmas
may arise. Of course, first steps in doing ethical
research include scrutinizing the research question
to determine if it is clinically significant and
designing the study in a manner that yields sound
evidence—it can be construed as unethical to do
poorly conceived or weakly designed research
because it would be a poor use of people’'stime.
The remaining chapters of the book offer advice
on how to design studies that yield high-quality
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evidence for practice. Methodologic decisions
about rigor, however, must be made within the con-
text of ethical requirements. Box 7.2 presents some
examples of the kinds of questions that might be
posed in thinking about ethical aspects of study
design.

:) TP : After study procedures have been developed,
researchers should undertake a self-evaluation of those

procedures to determine if they meet ethical requirements. Box 7.3,
later in this chapter, provides some guidelines that can be used for
such a self-evaluation.

OTHER ETHICAL
ISSUES

In discussing ethical issues relating to the conduct
of nursing research, we have given primary consid-
eration to the protection of human participants.
Two other ethical issues also deserve mention:
the treatment of animals in research and research
misconduct.

Ethical Issues in Using
Animals in Research

Some nurse researchers use animals rather than
human beings as their subjects, typically focusing
on biophysiologic phenomena. Despite some oppo-
sition to such research by animal rights activists,
researchers in health fields likely will continue to
use animals to explore physiologic mechanisms
and to test interventions that could pose risks to
humans.

Ethical considerations are clearly different for ani-
mals and humans, for example, the concept of
informed consent is not relevant for animal subjects.
Guidelines have been devel oped governing treatment
of animalsin research. In the United States, the Pub-
lic Hedlth Service issued a policy statement on the
humane care and use of animas, most recently
amended in 2002. The guidelines articulate nine
principlesfor the proper trestment of animalsused in
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BOX 7.2 Examples of Questions for Building Ethics into a Study Design

RESEARCH DESIGN

® Will participants get allocated fairly to different treatment groups?@
® Wil steps fo reduce bias or enhance integrity add fo the risks participants will incure
® Wil the setting for the study protect against participant discomfort?

INTERVENTION

® |[s the infervention designed to maximize good and minimize harm?
® Under what conditions might a freatment be withdrawn or alfered?

SAMPLE

® |s the population defined so as to unwitlingly and unnecessarily exclude important segments of people

(e.g., women or minorities)?

® Wil potential participants be recruited info the study equitably?

DATA COLLECTION

® Wil data be collected in such a way as fo minimize respondent burden?
® Will procedures for ensuring confidentiality of data be adequate?
® Will data collection staff be appropriately frained to be sensitive and courteous?

REPORTING

® Will participants’ identities be adequately profected?

biomedical and behavioral research. These principles
cover such issues as the transport of research ani-
mals, alternatives to using animals, pain and distress
in animal subjects, researcher qualifications, the use
of appropriate anesthesia, and euthanizing animals
under certain conditions. In Canada, researcherswho
use animals in their studies must adhere to the poli-
cies and guidelines of the Canadian Council on Ani-
mal Care (CCAC) as articulated in the two-volume
Guideto the Care and Use of Experimental Animals.

Holtzclaw and Hanneman (2002) noted several
important considerations in the use of animals in
nursing research. First, there must be a compelling
reason to use an animal model—not smply conve-
nience or novelty. Second, study procedures should
be humane, well planned, and well funded. Animal
studies are not necessarily less costly than those with
human participants, and they require serious ethical
and scientific consideration to justify their use.

Example of research with animals: Raines
and other nurse anesthetists (2009) studied the anxi-
o|yﬂc effects of luteolin, a lemon balm flavenoid, in
male SpragueDawley rafs. In all, 55 rats were used
in the study. Profocols for the use of the rafs were in
accordance with NIH's Guide for the Care and Use
of Laboratory Animals and they received approval
from an Institutional Animal Care and Use
Committee.

Research Misconduct

Ethics in research involves not only the protection of
human and animal subjects, but also protection of the
public trust. The issue of research misconduct (or
scientific misconduct) has received greater atention
in recent years as incidents of researcher fraud and
misrepresentation have come to light. Currently,
the U.S. agency responsible for overseeing efforts
to improve research integrity and for handling



allegations of research misconduct is the Office of
Research Integrity (ORI) within DHHS. Researchers
seeking funding from NIH must demonstrate that
they have received training on research integrity and
the responsible conduct of research.

Research misconduct, as defined by a 2005
U.S. Public Health Service regulation (42 CFR
Part 93), is “fabrication, falsification, or plagia-
rism in proposing, performing, or reviewing
research, or in reporting research results” To be
construed as misconduct, there must be a signifi-
cant departure from accepted practices in the
research community, and the misconduct must
have been committed intentionally, knowingly, or
recklessly. Fabrication involves making up data
or study results. Falsification involves manipul at-
ing research materials, equipment, or processes; it
also involves changing or omitting data, or dis-
torting results such that the research is not accu-
rately represented in reports. Plagiarism involves
the appropriation of someone’s ideas, results, or
words without giving due credit, including infor-
mation obtained through the confidential review
of research proposals or manuscripts.

Although the official definition focuses on
only three types of misconduct, there is wide-
spread agreement that research misconduct cov-
ers many other issues including improprieties of
authorship, poor data management, conflicts of
interest, inappropriate financial arrangements,
failure to comply with governmental regulations,
and unauthorized use of confidential information.
Conflicts of interest may be a particularly salient
issue in health-related research funded by for-
profit organizations.

Example of research misconduct: In 2008, the
U.S. Office of Research Integrity ruled that a nurse in
Missouri engaged in scientific misconduct in research
supported by the National Cancer Institute. The nurse
falsified and fabricated data that were reported to the
National Surgical Adjuvant Breast and Bowel Project
(NIH Notice Number NOT-OD-08-096).

Research integrity is an important concern in
nursing. Jeffers and Whittemore (2005), for exam-
ple, engaged in work to identify and describe
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research environments that promote integrity. In a
study that focused on ethical issues faced by edi-
tors of nursing journals, Freda and Kearney (2005)
found that 64% of the 88 editors reported some
type of ethical dilemma, such as duplicate publica-
tion, plagiarism, or conflicts of interest. Editorsin
several mgjor nursing journals subsequently wrote
editorials about this topic (e.g., Baggs, 2008;
Broome, 2008). Habermann and colleagues (2010)
studied 1,645 research coordinators experiences
with research misconduct in their clinical environ-
ments. More than 250 coordinators, most of them
nurses, said they had first-hand knowledge of sci-
entific misconduct that included protocol viola
tions, consent violations, fabrication, falsification,
and financial conflicts of interest.

Example of research on research integrity:
In 2005, Gwen Anderson was awarded a grant
through NINR under its Research on Researc
Infegrity initiative. Her study explored common daily
practices and sysfems in gene therapy clinical
research, and sought fo dgescribe insfitutional cultures
that promote or protect research integrity—as well as
those that do not. In another study, Dr. Anderson
[2008) examined the ethical preparedness and per
formance of gene therapy study coordinators.

CRITIQUING THE
ETHICS OF RESEARCH
STUDIES

Guidelines for critiquing ethical aspects of a study
arepresented in Box 7.3. Members of an ethicscom-
mittee should be provided with sufficient information
to answer all these questions. Research journa arti-
cles, however, do not aways include detailed infor-
mation about ethics because of space congtraints.
Thus, itisnot aways possibleto critique researchers
adherence to ethical guidelines, but we offer a few
suggestions for considering a study’s ethical aspects.

Many research reports acknowledge that study
procedures were reviewed by an IRB or ethics
committee. When a report specifically mentions a
formal review, it is usualy safe to assume that a
group of concerned people did a conscientious
review of the study’s ethical issues.
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1. Was the study approved and monitored by an Institutional Review Board, Research Ethics Board, or other
similar ethics review committee?

2. Were participants subjected fo any physical harm, discomfort, or psychological distress? Did the
researchers fake appropriate sfeps fo remove, prevent, or minimize harm@

3. Did the benefits fo participants outweigh any potential risks or actual discomfort they experienced? Did the
benefits fo society outweigh the costs to participantse

4. Was any type of coercion or undue influence used to recruit participantse Did they have the right to refuse
fo participate or to withdraw without penalty?

5. Were participants deceived in any way? Were they fully aware of participating in a study and did they
understand the purpose and nature of the research?

6. Were appropriate informed consent procedures used? If not, were there valid and justifiable reasons?

7. Were adequate sfeps faken fo safeguard participants’ privacy? How was confidentiality maintained?
Were Privacy Rule procedures followed (if applicable)e Was a Certificate of Confidentiality obtained? If
not, should one have been obtained?

8. Were vulnerable groups involved in the research? If yes, were special precautions used because of their
vulnerable statuse

Q. Were groups omitted from the inquiry without a justifiable rationale, such as women (or men), minorities,

BOX 7.3 Guidelines for Critiquing the Ethical Aspects of a Study

or older people?

You can also come to some conclusions based on
a description of the study methods. There may be
sufficient information to judge, for example,
whether study participants were subjected to physi-
cal or psychological harm or discomfort. Reports do
not always specifically state whether informed con-
sent was secured, but you should be adert to situa-
tionsin which the data could not have been gathered
as described if participation were purely voluntary
(e.g., if datawere gathered unobtrusively).

In thinking about ethical issues, you should aso
consider who the study participants were. For exam-
ple, if a study involved vulnerable groups, there
should be more information about protective proce-
dures. You might also need to attend to who the study
participants were not. For example, there has been
considerable concern about the omission of certain
groups (e.g., minorities) from clinical research.

It is often difficult to determine whether the partic-
ipants privacy was safeguarded unless the researcher
mentions pledges of confidentiaity or anonymity. A
Situation requiring special scrutiny arises when data
are collected from two people smultaneoudy (e.g., a
husband and wife who are jointly interviewed); in

such situations, the absence of privacy raises not only
ethical concerns, but also questions regarding partici-
pants candor. As noted by Forbat and Henderson
(2003), ethical issues arise when two peoplein aninti-
mate relationship are interviewed about a common
issue, even when they are interviewed privately. They
described the potentia for being “ stuck in the middle’
when trying to get two sides of astory, and facing the
dilemma of how to ask one person probing questions
after having been given confidential information
about the topic by the other.

00000000000000000
RESEARCH EXAMPLES

Two research examples that highlight ethical issues
are presented in the following sections.

Research Example from
a Quantitative Study

Study: Health statusin an invisible population: Carnival
and migrant worker children (Kilanowski & Ryan-
Wenger, 2007).



Study Purpose: The purpose of the study was to exam-

ine the health status of children of itinerant carnival
workers and migrant farm workers in the United
States.

Research Methods: A total of 97 boys and girls younger

than 13 years were recruited into the study. All
children received an ora health screening and were
measured for height and weight. Parents completed
questionnaires about their children's health and
healthcare, and most brought health records from
which information about immuni zations was obtained.

Ethics-Related Procedures; The families were recruited

through the cooperation of gatekeepers at farms and
carnival communitiesin 7 states. Parentswere asked to
complete informed consent forms, which were avail-
able in both English and Spanish. Children who were
older than 9 were a so asked whether they would like
to participate, and gave verba assent. Confidentidity
wasaconcern to both the families and the gatekeepers.
The researchers needed to assure al parties that the
data would be confidentia and not used against fami-
lies or facilities. Data were gathered in locations and
time periods that had been suggested by the carnival
managers and farm owners so that parents did not need
to forfeit work hours to participate in the study.
Migrant farm workers were often eager to participate,
and often waited in line to sign the consent forms. At
the conclusion of the encounter, the researchers gave
the parents a written report of the children’s growth
parameters and recommendations for follow-up. In
appreciation of the parents’ time, $10 was given to the
parents, and the child was given an age-appropriate
nonviolent toy (worth about $10) of their choice. Chil-
dren were also given anew toothbrush. The IRB of the
Ohio State University approved this study.

Key Findings: Carnival children were less likely than

migrant children to have regularly scheduled well-child
examinations and to have seen a dentist in the previous
year. Among children ages 6 to 11, the itinerant chil-
dren in both groups were substantially more likely to
be overweight than same-aged children nationally.
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Study Methods: Drauker and Martsolf used grounded

theory methods to develop a framework explaining
how survivors of childhood sexual abuse tell others
about their abuse experiences. The study data were
from open-ended interviews with 74 individuals (40
women and 34 men) who had experienced ongoing
sexua abuse by a family member or close acquain-
tance. The interviews were audiotaped for subsequent
analysis.

Ethics-Related Procedures: Prospective participants

were screened before enrollment in the study to
ensure that they were not experiencing psychiatric
distress or current abuse that would make participa-
tion risky. Informed consent was obtained from indi-
viduals who passed the screening. Participants were
paid $35 for their time and travel expenses. Emer-
gency mental health referral procedures were devel-
oped in case a participant experienced acute distress
during the interview. No one required an emergency
referral, but several people requested information
about counseling resources. The researchers obtained
IRB approval from their university prior to data col-
lection. A Certificate of Confidentiality was obtained
to ensure participants’ privacy.

Key Findings: The psychological problem faced by

participants was that childhood sexual abuse both
demands and defies explanation. The core psycholog-
ical process used in response to this problem was
called “storying childhood sexua abuse” Processes
included: (1) starting the story: the story-not-yet-tol d;
(2) coming out with the story: the story-first-told;
(3) shielding the story: the story-as-secret; (4) revis-
ing the story: the story-as-account; and (5) sharing the
story: the story-as-message.

SUMMARY POINTS

¢ Because research has not always been conducted

ethically and because researchers face ethical
dilemmasin designing studies that are both eth-

Research Example from
a Qualitative Study

ical and rigorous, codes of ethics have been
developed to guide researchers.
e Three major ethica principles from the Belmont
Martsolf, 2008). Report are incorporated into most guidelines:
Study Purpose. The purpose of the study was to beneficence, respect for human dignity, and justice.
describe and explain how individuals disclose their ~ ® Beneficence involves the performance of some
experience of childhood sexual abuse. good and the protection of participants from

Study: Storying childhood sexual abuse (Draucker &
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physical and psychological harm and exploita-
tion (nonmal eficence).

Respect for human dignity involves partici-
pants right to self-determination, which
means they have the freedom to control their
own actions, including voluntary participation.
Full disclosure means that researchers have
fully divulged participants’ rights and the risks
and benefits of the study. When full disclosure
could yield biased results, researchers some-
times use covert data collection or conceal-
ment (the collection of information without the
participants' knowledge or consent) or decep-
tion (either withholding information from par-
ticipants or providing false information).

Justice includesthe right to fair treatment and
the right to privacy. In the United States, pri-
vacy has become a major issue because of the
Privacy Rule regulations that resulted from the
Health Insurance Portability and Accountability
Act (HIPAA).

Various procedures have been developed to
safeguard study participants rights, including
risk/benefit assessments, informed consent pro-
cedures, and confidentiality procedures.

In arisk/benefit assessment, the potential bene-
fits of the study to participants and to society are
weighed against the costs to individuals.
Informed consent procedures, which provide
prospective participants with information needed
to make a reasoned decision about participation,
normally involve signing a consent form to doc-
ument voluntary and informed participation.

In qualitative studies, consent may need to be con-
tinually renegotiated with participants as the study
evolves, through process consent procedures.
Privacy can be maintained through anonymity
(wherein not even researchers know partici-
pants’ identities) or through formal confidential-
ity procedures that safeguard the information
participants provide.

U.S. researchers can seek a Certificate of Confi-
dentiality that protects them against the forced
disclosure of confidential information through
a court order or other legal or administrative
process.
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Researchers sometimes offer debriefing ses-
sions after data collection to provide participants
with more information or an opportunity to air
complaints.

Vulnerable groups require additional protec-
tion. These people may be vulnerable because
they are unable to make a truly informed deci-
sion about study participation (e.g., children),
because of diminished autonomy (e.g., prison-
ers), or because circumstances heighten the risk
of physical or psychological harm (e.g., pregnant
women).

External review of the ethical aspects of a study
by an ethics committee, Research Ethics Board
(REB), or Institutional Review Board (IRB) is
highly desirable and may be required by either
the agency funding the research or the organiza-
tion from which participants are recruited.

In studies in which risks to participants are min-
imal, an expedited review (review by a single
member of the IRB) may be substituted for afull
board review; in cases in which there are no
anticipated risks, the research may be exempted
from review.

Researchers need to give careful thought to ethi-
cal requirements throughout the study’s planning
and implementation and to ask themselves contin-
ually whether safeguards for protecting humans
are sufficient.

Ethical conduct in research involves not only
protection of the rights of human and animal
subjects, but also efforts to maintain high stan-
dards of integrity and avoid such forms of
research misconduct as plagiarism, fabrication
of results, or falsification of data.

STUDY ACTIVITIES

Chapter 7 of the Resource Manual for Nursing
Research: Generating and Assessing Evidence for
Nursing Practice, 9th ed., offers study suggestions
for reinforcing concepts presented in this chapter. In
addition, the following questions can be addressed
in classroom or online discussions:



1. For one of the two studies described in the
research example section (Kilanowski and
Ryan-Wegner, 2007, or Draucker and Mart-
solf, 2008), draft a consent form that includes
required information, as described in the sec-
tion on informed consent.

2. Answer the relevant questions in Box 7.3
regarding the Kilanowski and Ryan-Wenger
(2007) study. Also consider the following
questions: (a) Could the data for this study
have been collected anonymously? Why or
why not? (b) Might a Certificate of Confiden-
tiality have been helpful in this study?

3. Answer the relevant questions in Box 7.3
regarding the Draucker and Martsolf (2008)
study. Also consider the following questions:
(& The researchers paid participants a $35
stipend—was this ethically appropriate? (b)
Why do you think the researchers obtained a
Certificate of Confidentiality for thisresearch?
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Writing Proposals

to Generate Evidence

esearch proposals communicate a research

problem and proposed methods of solving
it to an interested party. Research proposals are
written both by students seeking faculty approval
for studies and by researchers seeking financial
support. In this chapter, we offer tips on how to
improve the quality of research proposals and how
to develop proficiency in grantsmanship—the set
of skillsinvolved in securing research funding.

OVERVIEW OF
RESEARCH PROPOSALS

In this section, we provide some genera information
regarding research proposals. Most of the informa-
tion applies equally to dissertation proposals and
grant applications.

Functions of a Proposal

Proposals are a means of opening communication
between researchers and other parties. Those par-
tiestypically are either funding agencies or faculty
advisers, whose job it isto accept or reject the pro-
posed plan or to request modifications. An accepted
proposal isatwo-way contract: those accepting the
proposal are effectively saying, “We are willing to
offer our (emotiond or financial) support, for a study

that proceeds as proposed,” and those writing the
proposal are saying, “If you offer support, then we
will conduct the study as proposed.”

Proposals often serve as the basis for negotiating
with other parties as well. For example, a proposal
may be shared with administrators when seeking
institutional approval to conduct a study (e.g., for
gaining access to participants). Proposals are often
incorporated into submissions to human subjects
committees or Institutional Review Boards.

Proposals help researchers to clarify their own
thinking. By committing ideas to writing, ambiguities
can be addressed at an early stage. Proposal review-
ersaso offer suggestionsfor conceptual and method-
ologic improvements. When studies are undertaken
collaboratively, proposals can help ensure that all
researchers are “on the same page”’ about how the
study is to proceed and can thus minimize the
possibility of friction.

Proposal Content

Proposal reviewers want a clear idea of what the
researcher plans to study, why the study is needed,
what methods will be used to achieve study goals,
how and when tasks are to be accomplished, and
whether the researcher has the skills to complete
the project successfully. Proposals are evaluated on
a number of criteria, including the importance of
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the question, the adequacy of the methods, and, if
money is being requested, the reasonableness of the
budget.

Proposal authors are usualy given instructions
about how to structure proposals. Funding agencies
often supply an application kit that includesformsto
be completed and specifies the format for organizing
proposal contents. Universities issue guidelines for
dissertation proposals.

The content and organization of most proposals
are broadly similar to that for aresearch report, but
proposals are written in the future tense (i.e., indi-
cating what the researcher will do) and obviously
do not include results and conclusions. The descrip-
tion of proposed methods—what the researchers
propose to do to develop evidence that is valid and
trustworthy—is critically important to the success
of the proposal.

Proposals for Qualitative Studies

Preparing proposals for qualitative research entails
special challenges. Methodologic decisions typicaly
evolve in the field; therefore, it is seldom possible
to provide detailed or in-depth information about
such matters as sample size or data collection strate-
gies. Sufficient detail needs to be provided, how-
ever, so that reviewers will have confidence that the
researcher will assemble strong data and do justice
to the data collected.

Qualitative researchers must persuade reviewers
that the topic is important and worth studying, that
they are sufficiently knowledgeable about the chal-
lenges of field work and adequately skillful in elic-
iting rich data, and, in short, that the project would
be a very good risk. Knafl and Deatrick (2005)
offered 10 tips for successful qualitative proposals.
Thefirst tip was to make the case for the idea, not the
method. Qualitative researchers were also advised
to avoid methodologic tutorials, to use examples to
clarify theresearch design, and to write for both the
experts and the skeptics.

Resources are avalable to help qualitative
researchers with proposal development. For example,
an entire issue of the journa Qualitative Health
Research was devoted to proposal writing—the
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July 2003 issue (volume 13, issue 6). Useful advice
is aso available in Morse and Richards (2002),
Sandel owski and colleagues (1989), and Padgett and
Henwood (2009).

Proposals for Theses and Dissertations

Dissertation proposals are sometimes abigger hurdle
than dissertations themselves. Many doctoral can-
didates founder at the proposal development stage
rather than when writing or defending the disserta-
tion. Much of our advice—especially in our “Tips’
section later in the chapter—applies equally to
proposals for theses and dissertations as for grant
applications, but some additional advice might
prove helpful.

The Dissertation Committee

Choosing the right adviser (if an adviser is chosen
rather than appointed) is almost as important as
choosing the right research topic. Theideal adviser
is one who isamentor, an expert with a strong rep-
utation in the field, a good teacher, a patient and
supportive coach and critic, and an advocate. The
ideal adviser isalso aperson who has sufficient time
and interest to devote to your research and who is
likely to stick with your project until its comple-
tion. This means that it might matter whether the
prospective adviser has plansfor a sabbatical leave,
or is nearing retirement.

Dissertation committees often involve three or
more members. If the adviser lacks certain “ideal”
characteristics, those characteristics can be balanced
across committee members by seeking people with
complementary talents. Putting together a group
who will work well together and who have no per-
sonal antagonism toward each other can, however,
be tricky. Advisers can usually make good sugges-
tions about other committee members.

Once a committee has been formed, it isimpor-
tant to develop a good working relationship with
members and to learn about their viewpoints before
and during the proposal development stage. This
means, at a minimum, becoming familiar with their
research and the methodologic strategies they have
favored. It also means meeting with them and sounding



them out with ideas about topics and methods. If
the suggestions from two or more members are at
odds, it is prudent to seek your adviser’s counsel on
how to resolve this.

:) T 1 P : When meeting with your adviser and commitiee mem-
bers, take notes about their suggestions, and write them out in more
detail after the meeting while they are still fresh in your mind. The
notes should be reviewed while developing the proposal.

Practices vary from oneinstitution to another and
from adviser to adviser, but some faculty require a
prospectus before giving the go-ahead to prepare a
full proposal. The prospectus is usually athree- to
four-page paper outlining the research questions
and proposed methods.

Content of Dissertation Proposals

Specific requirements regarding the length and format
of dissertation proposals vary in different settings,
and it is important to know at the outset what is
expected. Typically, dissertation proposals are 20 to
40 pages in length. In some cases, however, com-
mittees prefer “mini-dissertations,” that is, a docu-
ment with fully developed sections that can be
inserted with minor adaptation into the dissertation
itself. For example, thereview of the literature, the-
oretical framework, hypothesis formulation, and
the bibliography may be sufficiently refined at the
proposal stage that they can be incorporated into
the final product.

Literature reviews are often the most important
section of a dissertation proposal (at least for quan-
titative studies). Committees may not desire lengthy
literature reviews, but they want to be assured that
students are in command of knowledge in their field
of inquiry.

Dissertation proposal s sometimesinclude e ements
not normally found in proposalsto funding agencies.
One such element may be table shells (see Chapter
19), which can demonstrate that the student knows
how to analyze data and present results effectively.
Another element is a table of contents for the dis-
sertation. The table of contents serves as an outline
for the final product, and shows that the student
knows how to organize material.
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Several books provide additional advice onwriting
a dissertation proposal, including Locke and col-
leagues (2007) and Rudestam and Newton (2007).

FUNDING FOR
RESEARCH PROPOSALS

Funding for research projects is becoming increas-
ingly difficult to obtain because of keen and growing
competition. As more nurses gain research skills,
and as the push for evidence-based practice grows,
so too are applications for research funding increas-
ing. Successful proposal writers need to have good
research and proposal-writing skills, and they must
also know from whom funding is available.

Federal Funding in the United States

The largest funder of research activitiesin the United
States is the federal government. For healthcare
researchers, the National Institutes of Health (NIH)
and the Agency for Healthcare Research and Qual-
ity (AHRQ) are leading agencies. Two major types
of federal disbursements are grants and contracts.
Grants are awarded for studies conceived by
researchers themselves, whereas contracts are for
studies desired by the government.

There are several mechanisms for NIH grants,
which can be awarded to researchersin both domestic
and foreign ingtitutions. Most grant applications are
unsolicited, and reflect the research interests of indi-
vidual researchers. Unsolicited applications should be
consistent with the broad objectives of an NIH fund-
ing agency, such as NINR. Investigator-initiated
applications are submitted in response to Parent
Announcements, which are covered under omnibus
Funding Opportunity Announcements (FOAS).

NIH also issues periodic Program Announce-
ments (PA) that describe new, continuing, or
expanded program interests. For example, in March
2010, NINR issued ajoint program announcement
with 16 other NIH institutes titled “Behavioral and
Social Science Research on Understanding and
Reducing Health Disparities’ (PA-10-136). The
purpose of this PA, which expires in 2013, is “to
encourage behavioral and social science research
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on the causes and solutions to health and disabili-
ties disparitiesin the U.S. population.”

Another grant mechanism allows federal agencies
to identify a specific topic area in which they are
interested in receiving proposals by a Request for
Applications (RFA). RFAs are one-time opportu-
nitieswith asingle submission date. As an example,
NINR issued an RFA titled “Chronic Co-Morbid
Conditionsin HIV+ U.S. Adults on Highly-Effective
Anti-Retroviral Therapy” in February 2010, with
grant applications due in May 2010. The RFA states
genera guidelines and goals for the competition,
but researchers can develop the specific research
problem within the topic area. A weekly electronic
publication, the NIH Guide for Grants and Con-
tracts, contains announcements about RFAS, PAs,
and Parent Announcements.

In addition to grants, some government agencies
award contracts to do specific studies. Contract offers
are announced in a Request for Proposals (RFP),
which details the exact study that the government
wants. Contracts, which are typicaly awarded to
only one competitor, constrain researchers’ activities
and so most nurse researchers compete for grants
rather than contracts. A summary of federal RFPs
is published in the Commerce Business Daily
(http://cbdnet.gpo.gov).

Government funding for nursing research is, of
course, also availablein other countries. In Canada,
for example, various types of health research are
sponsored by the Canadian Institutes of Health
Research (CIHR). Information about CIHR's program
of grants, training awards, and other funding oppor-
tunitiesisavailableat itswebsite (http: /mmw.cihr.ca).

Private Funds

Healthcare research is supported by numerous phil-
anthropic foundations, professional organizations,
and corporations. Many researchers prefer private
funding to government support because there isless
“red tape” and fewer requirements.

Information about philanthropic foundations that
support research is available through the Foundation
Center (http://mww.fdncenter.org). A comprehensive
resource for identifying funding opportunitiesisthe
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Center’'s The Foundation Directory, now available
online for afee. The directory lists the purposes and
activities of the foundations and information for
contacting them. The Foundation Center also offers
seminars and training on grant writing and funding
opportunitiesin locations around the United States.
Another resource for information on funding is the
Community of Science, which maintains a database
on funding opportunities (http://www.cos.com).
Professional associations (e.g., the American
Nurses' Foundation, Sigma Theta Tau) offer funds
for conducting research. Health organizations, such
asthe American Heart Association and the American
Cancer Society, aso support research activities.
Finally, research funding is sometimes donated
by private corporations, particularly those dealing
with healthcare products. The Foundation Center
publishes a directory of corporate grantmakers and
provides links through its website to a number of
corporate philanthropic programs. Additional infor-
mation concerning corporate requirements and inter-
ests should be obtained either from the organization
directly or from staff in the research administration
offices of theinstitution with which you are effiliated.

GRANT APPLICATIONS
TO NIH

NIH funds many nursing studies through NINR and
through other institutes. Because of the importance
of NINR as afunding source for nurse researchers,
this section describes the process of proposal sub-
mission and review at NIH. AHRQ, which aso funds
nurse-initiated studies, uses the same application kit
and similar procedures.

Types of NIH Grants and Awards

NIH awards different types of research grants, and
each hasits own objectives and review criteria. The
basic grant program—and the primary funding mech-
anism for independent research—is the traditional
Research Project Grant (RO1). The objective of
RO1 grants is to support specific research projects
in areas reflecting the interests and competencies of
aPrincipal Investigator (PI).
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Besidethe RO1 grant program, three othersthat are
available through NINR are worth noting. A specia
program (R15) has been established for researchers
working in ingtitutions that have not been major
participants in NIH programs. These Academic
Research Enhancement Awards (AREA) are
designed to stimulate research in institutions that
provide baccalaureate training for many individuals
who go onto do health-related research. Thereisaso
aSmall Grant Program (R03) that provides support
for pilot, feasibility, and methodology development
studies. R0O3 grants provide a maximum of $50,000
of direct support for up to 2 years. Finally, the R21
grant mechanism—the Explor atory/Developmental
Research Grant Awar d—isintended to encourage
new, exploratory, and developmental research projects
by providing support for early stages of research.

NIH and other agencies also offer individual and
ingtitutional predoctoral and postdoctora fellowships,
aswell as career development awards. Examples of
individual fellowship mechanisms available through
the National Research Service Award (NRSA)
program within NINR include the following:

e F31, Ruth Kirshstein Individual Predoctoral
NRSA Fellowships, support nursesin asupervised
training leading to a doctoral degree in areas
related to the NINR mission

e F32, Ruth Kirshstein Individual Postdoctoral
NRSA Fellowships, support postdoctoral training
to nurses to broaden their scientific background

e F33, Senior NRSA Fellowships, support doctor-
ally trained researchers with at least 7 years of
research in pursuing opportunities to change the
direction of their research careers.

:) T 1P : Advice on developing a proposal for an NRSA fellow-
ship has been offered in a paper by Parker and Steeves (2005).

Four important Career Development Awards offered
through NINR are asfollows:

e K01, Mentored Research Scientist Develop-
ment Award, available to doctorally prepared
scientists who would benefit from a mentored
research experience with an expert sponsor
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e K22, NINR's Career Transition Awards, offers
support to postdoctoral fellowsin transitionto a
faculty position

e K23, Mentored Patient-Oriented Research Career
Development Award, supports the career devel-
opment of investigators who are committed to
focusing on patient-oriented research

o K99, Pathwaysto Independence Awards, provide
for postdoctoral research activity leading to the
submission of an independent research project
application.

:) T 1P : If you have an idea for a study and are not sure which
type of grant program is suitable — or you are unsure whether NINR
or another NIH institute might be interested — you should contact
NINR direcily (telephone number: 301-594-6906). NINR staff can
provide feedback about whether your proposed study matches NINR's
program interests. Information about NINR's ongoing priorities and
areas of opportunity is available at http;//www.nih.gov/ninr. A

one- to two-page concept paper can also be e-mailed to the address
listed on the NINR website.

NIH Forms and Schedule

In 2007, NIH transitioned from hard-copy application
submissions to electronic submissions using the
SF424 (R& R) application, most recently revised in
early 2010, through www.grants.gov. The SF424 is
used for al the types of grants and awards described
in the previous section, although there are supple-
mental components needed for some of them.
Researchers use Adobe Reader (version 8.1.6 or
later) to “fill in” and compl ete this new application.
There is abundant information online about the
new application process, and NIH offers training
sessions on how to submit applications electroni-
cally. The application kit can be accessed from the
NIH website at http:// www.nih.gov under their
“Grants and Opportunities’ section.

New grant applications are usually processed in
three cycles annually. Different deadlines apply to
different types of grants, as shown in Table 29.1.
For most new applications, except fellowshipsin the
F seriesand AIDS-related research, the deadline for
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TABLE 29.1
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Schedule for Selected New Research Applications, National Institutes of Health*

MECHANISM OF SUPPORT (TYPE OF AWARD)
Application Deadline RO1 RO3, R21 R15 K Series F Series
Cycle lo February 5 | February 16 | February 25 | February 12 April 8
Cycle IIP June 5 June 16 June 25 June 12 August 8
Cycle Ille October 5 | Ociober 16 | Ocfober 25 | October 12 | December 8

aCycle |: Scientific Review: June—July; Earliest sfart date: December
bCycle II: Scientific Review: October-November; Earliest start date: April
<Cycle lll: Scientific Review: February-March; Earliest sfart date: July

*AIDS-related applications are on a different schedule; consult the NIH website for information.

receipt isin February, June, and October. The scientific
merit review dates are about 4 to 5 months after each
submission date. For example, applications submitted
for the February cycle are reviewed in June or July;
the earliest project start date for applications funded
inthat cycle would bein December. Applicants should
begin aregistration process through the Electronic
Research Administration (eRA) Commons at least
2 weeks prior to the submission date.

Preparing a Grant Application for NIH

Although many substantive aspects of the NIH grant
application have remained stable, the forms and
procedures for NIH grant applications have been
changing. It is crucial to carefully review up-to-
date instructions for grant application submission
rather than relying on information in this chapter.

Forms: Screens and Uploaded Attachments

The SF424 form set has numerous components.
The “front matter” of SF424 consists of various
forms that appear on a series of fillable screens.
These forms help in processing the application and
provide administrative information. Careful atten-
tion to detail with these forms is very important.
Major forms include the following:

¢ Cover Component. Onthe cover form, researchers
state abrief, descriptivetitle of the project (not to

exceed 81 characters), the name and affiliation
of the PI, and other administrative information.

:) T 1P : The project fitle should be given careful thought. It is
the first thing that reviewers see, and should be crafted to create a
good impression. The title should be concise and informative, but
should also be compelling.

¢ Project/Performance Site Location Component.
The next screen requests information about the
primary site where the work will be performed.
e Other Project Information Component. This
screen is the mechanism for submitting key
information. The form begins with questions
about human subjects, and the last few items
require attachments to be uploaded, including a
project summary, a project narrative, bibliogra-
phy, and facilities and equipment information.
Attachments, which must be in PDF format,
have strict size limitations. The Project Sum-
mary serves as a succinct description of aims
and methods of the proposed study and must be
no longer than 30 lines. The Project Narrative
isabrief (two to three sentences) description of
the relevance of the research to public hedlth. The
Bibliography is a list of references cited in the
research plan; any reference styleis acceptable.



The Facilities attachment is used to describe
needed and available resources (e.g., laboratories).

e Senior/Key Person Profile(s) Component. For
each key person, the form requests basic identi-
fying information and calls for an attachment, a
Biographical Sketch. The sketch must list edu-
cation and training, as well asthe following: (a)
a personal statement describing the qualifica-
tions that make the person well suited for hisor
her role, (b) positions and honors, (c) selected
peer-reviewed publications or manuscripts in
press, and (d) recently completed and ongoing
research support. A maximum of four pages is
permitted for each person.

e Budget Component. For NIH applications,
researchers must chose between two budget
options—the R&R Budget Component or the
PHS398 Modular Budget Component. Detailed
R& R budgets showing specific projected expenses
arerequired if annual direct project costs exceed
$250,000, but for smaller projects, budget infor-
mation is obtained in another section. (Modular
budgets are only appropriate for R-type grants.)

For grant applications to NIH and other public
health service agencies, additional forms referred
to as PHS398 components are required and include
the following:

e Cover Letter Component. Cover letters to the
funding agency are strongly encouraged. Infor-
mation in the cover letter should include the
application title, the name and number of the
funding opportunity, and any request to be
assigned to a particular review group.

e Cover Page Supplement Component. This form

supplements the SF424 cover page and requests

mainly administrative information.

Modular Budget Component. Modular budgets,

paid in modules of $25,000, are appropriate for

R-series applications (e.g., RO1s) requesting

$250,000 or less per year of direct costs.

(Direct costs include specific project-related

costs such as staff and supplies; indirect costs

are ingtitutional overhead costs.) This form pro-
vides budget fields for annual summaries of
projected costs for up to 5 years of support.

There are also fields for cumulative summaries

Chapter 29 Writing Proposals to Generate Evidence o 707

across al project years. A budget justification
attachment, detailing primarily personnel costs,
must be uploaded.

:) T1P: Even though modular budget forms ask only for sum-
maries of the funds needed to complete a study, you should prepare a
more detailed budget to arrive at a reasonable projection of needed
funds. Beginning researchers are likely to need the assistance of a
research administrator or an experienced, funded researcher in
preparing their first budget. Higdon and Topp (2004) have offered
some advice on developing a budget.

¢ Research Plan Component. The PHS398 Research
Plan form asks about application type (e.g.,
new, resubmission) and then requires informa-
tion, in the form of attachments, about the pro-
posed study and the research plan. Research
plan requirements are described in the next
section.

e Checklist Component. The checklist includes
various miscellaneous items, including organi-
zational assurances and certifications.

3 T 1P : Examples of selected forms for SF424 are
presented in the Toolkit of the Resource Manualin nonfillable
form—that is, they are included simply as illustrations, not to be
used for submitting a grant application.

The Research Plan Component

The research plan component consists of 16 items,
not all of which are relevant to every application—
for example, item 1 is for revised applications or
resubmissions. Each item involves uploading sepa-
rate PDF attachments. In this section, we briefly
describe guidelines for items 2 through 16, with
emphasis on items 2 and 3. We aso present some
advice based on astudy (Inouye & Fiellin, 2005) in
which the researchers content-analyzed the criticisms
inthe review sheets of 66 RO1 applications submitted
toaclinical research review group (not NINR). Thus,
the advice relating to specific pitfalsis “evidence-
based,” that is, based on identified problemsin actual
applications.
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:) T 1P : Based on their analysis, Inouye and Fiellin
(2005) created a grant-writing checklist designed as a self-
assessment tool for proposal developers. We have included an
adapted and expanded checklist in the Toolkit that is part of the
accompanying Resource Manual.

Specific Aims (Item 2). In this section, which is
restricted to asingle page, researchers must provide
a succinct summary of the research problem and
the specific objectives of the study, including any
hypotheses to be tested. The aims statement should
indicate the scope and importance of the problem.
Care should be taken to be precise and to identify a
problem of manageable proportions—a broad and
complex problem is unlikely to be solvable.

Inouye and Fiellin (2005) found that the most
frequent critique of the Specific Aims section was
that the goal s were overstated, overly ambitious, or
unrealistic (18% of the review sheets). Other com-
plaints were that the project was poorly conceptu-
alized (15%) or that hypotheses were not clearly
articulated (12%).

Research Strategy (Item 3). In the new application
forms released in 2010, several sections from ear-
lier forms (Background, Preliminary Studies, and
Research Design and M ethods) were combined and
page restrictions were severely tightened. Unless
otherwise specified in a Funding Opportunity
Announcement (FOA), the Research Strategy sec-
tion is now restricted to 12 pages for RO1 and R15
applications, and to 6 pages for R03, R21, and F-
series applications. For other funding mechanisms,
page restrictions are specified in the FOA.

:) T 1P : Career Development Awards (K-series) involve comple-
tion of a special form, requiring attachments that include a description
of the applicant’s background, a statement of career goals and objec-
tives, career development or training activities during the award

period, and training in the responsible conduct of research. These items
plus the Research Strategy section must, in combination, be no more than
12 pages. The applicant's institution must also submit a letter describing
its commitment to the candidate and to his or her development.
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The Research Strategy section is organized into
three subsections: Significance, Innovation, and
Approach. In the Significance section, researchers
must cornvince reviewers that the proposed study
idea has clinical or theoretical relevance and that
the study will make a contribution to scientific
knowledge or clinical practice. Researchers describe
the study context in this section through a brief
analysis of existing knowledge and gaps on the topic.
Researchers should demonstrate command of current
knowledge in afield, but this section must be very
tightly written. Inouye and Fiellin (2005) found that
a frequent critique expressed by reviewers about
this section was that the need for the study was not
adequately justified (29%). In the Innovation section,
researchers should describe how the proposed study
challenges, refines, or improves current research or
clinical practice paradigms.

The proposed design and methods for the study
are described in the third subsection, Approach. This
section, which isthe heart of the application, should
be written with extreme care and reviewed with a
self-critical eye. The Approach section needs to be
concise, but with sufficient detail to persuade review-
ers that methodologic decisions are sound and that
the study will yield important and reliable evidence.

A thorough Approach section typically describes
the following: (1) the research design, including a
discussion of comparison group strategies and meth-
ods of controlling confounding variables (for qual-
itative studies, the research tradition should be
described); (2) the experimental intervention, if
applicable, including a description of the treatment
and control group conditions; (3) procedures, such
as what equipment will be used, how participants
will be assigned to groups, and what type of blind-
ing, if any, will be achieved; (4) the sampling plan,
including igibility criteriaand sample size; (5) data
collection methods and information about reliabil-
ity and validity of measures; and (6) data analysis
strategies. The Approach should identify potential
methodol ogic problems and intended strategies for
handling such problems. In proposalsfor qualitative
studies, special care should be given to steps that
will be taken to enhance the integrity and trustwor-
thiness of the study.



Inouye and Fiellin (2005) found that all of the
reviews they analyzed had one or more criticism
of this section, the most general of which was that
the description of methods was underdevel oped
(15%). A few of the most persistent criticisms were
asfollows:

e |nadequate blinding for outcome assessment
(36%)

e Sample was flawed—nbiased or unrepresentative
(36%)

e Important confounding variables inadequately
controlled (32%)

¢ Inadegquate sample size or inadequate power
calculations (26%)

e Insufficient description of the approach to data
analysis (24%)

e Outcome measures inadequately specified or
described (23%)

Although some of these concerns relate to clinical
trials (e.g., blinding), many have broad relevance—
smal sample size, sample biases, uncontrolled
variables, and poorly described data collection and
analysis plans can be problematic in any type of
study.

The Approach section must also include infor-
mation on Preliminary Studies. In new applications,
researchers must describe the PI’s preliminary or
developmental studies and any experience perti-
nent to the application. This section must per-
suade reviewers that you have the skills and
background needed to do the research. Any pilot
work that has served as a foundation for the pro-
posed project should be described. Inouye and
Fiellin's (2005) analysisis especialy illuminating
with regard to Preliminary Studies. They found
that the single biggest criticism across the 66
review sheets was that more pilot work was
needed, mentioned in 41% of the reviews.

:) T 1P : For applications submitted by Early Stage Investigators
(a person within 10 years of completing their terminal degree and
who has not yet been awarded an RO1 grant), reviewers are instructed
to place less emphasis on the applicant's Preliminary Studies.
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Human Subjects Sections (Items 6-9). Researchers
who plan to collect data from human subjects must
complete items relating to the protection of sub-
jects. An entire section of the application kit (“Part
I, Supplemental Instructions for Preparing the
Human Subjects Section of the Research Plan”)
provides guidance on the attachments needed for
these items. Applicants must either address the
involvement of human subjects and describe pro-
tections from research risks or provide a justifica-
tion for exemption with enough information that
reviewers can determine the appropriateness of
requests for exemption. If no exemption is sought,
the section must address various issues, as outlined
in the application kit. The application must also
include various types of information regarding the
inclusion of women, minorities, and children. These
sections often serve as the cornerstone of the docu-
ment submitted to Institutional Review Boards.

Other Research Plan Sections (Items 10-15). Most
remaining sections in the research plan component
are not relevant universally. These include such items
as a description and justification of the use of verte-
brate animals and aleadership plan if there are mul-
tiple principal investigators. One item, however,
has relevance to many applications: L etters of sup-
port (Item 14). Thisitem requires you to attach let-
ters from individuals agreeing to provide services
to the project, such as consultants.

Appendices (Item 16). Grant gpplications often in-
clude appended materials. A maximum of 10 PDF
attachments is allowed, and a summary sheet list-
ing all appended items is encouraged. Examples of
appended materias include data collection instru-
ments, clinical protocols, detailed sample size cal-
culations, complex statistical models, and other
supplementary materials in support of the applica-
tion. Researchers can no longer submit publications
or manuscripts, except under restricted circum-
stances. Essential information should never berele-
gated to an appendix because only primary reviewers
receive appendices. The guidelines warn that appen-
dices should not be used to circumvent the page
limitations of the Research Strategy section.
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:) TP : Interms of content, the research plan for NIH applica-
tions is similar to what is required in most research proposals —
although emphases and page restrictions may vary, and
supplementary information may be required.

The Review Process

Grant applications submitted to NIH are reviewed
for completeness and relevance by the NIH Center
for Scientific Review. Acceptable applications are
assigned to an appropriate Institute or Center, and
to a peer review group.

NIH uses a sequential, dual review system for
informing decisions about its grant applications.
The first level involves a panel of peer reviewers
(not NIH employees), who evaluate applications
for their scientific merit. These review panels are
caled scientific review groups (SRGs) or, more
commonly, study sections. Each panel consists of
about 20 researchers with backgrounds appropriate
to the specific study section for which they have
been selected. Appointments to the review panels
are usualy for 4-year terms and are staggered so
that about one-fourth of each panel is new each
year.

:) T 1P : Applications by nurse researchers usually are assigned
to one of two Nursing Science study sections. One is the “Nursing Sci-
ence: Adults and Older Adults Study Section” (NSAA) and the other is
the “Nursing Science: Children and Families Study Section” (NSCF).
Fellowship applications in the F series are reviewed in a separate
study section, often with K-series applications.

The second level of review is by a Nationa
Advisory Council, which includes scientific and
lay representatives. The Advisory Council consid-
ers not only the scientific merit of an application
but also the relevance of the proposed study to the
programs and priorities of the Center or Institute to
which the application has been submitted, as well
as budgetary considerations.

Applications are assigned to primary and sec-
ondary (and sometimes tertiary) reviewers for
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detailed analysis. Each assigned reviewer prepares
comments and assigns scores according to five core
review criteria.

1. Sgnificance. Does the proposed study address
an important problem? If the aims of the appli-
cation are achieved, how will scientific knowl-
edge or clinical practice be advanced? What
will be the effect of the study on the concepts
or methods that drive this field?

2. Investigator. Is the investigator appropriately
trained and well suited to carry out this work?
Isthe proposed work appropriate to the experi-
ence level of the Pl and other researchers? Do
Early Stage Investigators have appropriate train-
ing and experience?

3. Innovation. Does the project employ novel
concepts, approaches, or methods? Aretheaims
original and innovative? Does the project chal-
lenge existing paradigms or devel op new meth-
ods or technologies?

4. Approach. Arethe overdll strategy, design, meth-
ods, and analyses adequately developed and
appropriate to the aims of the project? Does
the applicant acknowledge potential problem
areas and consider alternative tactics?

5. Environment. Does the scientific environment
in which the work will be done contribute to
the probability of success? Do the proposed
experiments take advantage of unique features
of the scientific environment or employ useful
collaborative arrangements? |s there evidence
of ingtitutional support?

In addition to these five criteria, other factors are
relevant in evaluating proposals, including the rea-
sonableness of the proposed budget, the adequacy
of protections for human or animal subjects, and the
appropriateness of the sampling plan in terms of
including women, minorities, and children as par-
ticipants. These factors are not, however, formally
scored.

Scoring of applications changed in 2010. In the
current system, each of the five core criteria is
scored on a scale from 1 (exceptional) to 9 (poor).
Assigned reviewers score applications and submit
their scores before attending a study section



meeting, and also submit a preliminary overall
impact score (also called a priority score) on the
same 1 to 9 scale. An impact score reflects a
reviewer's assessment of the extent to which the
study will exert a powerful influence in an area of
research. Based on preliminary impact scores,
applications with unfavorable scores (usually those
inthe lower half) are not discussed or scored by the
entire study section in its meeting. This streamlined
process was instituted so that study section mem-
bers could focus their discussion on the most wor-
thy applications.

For applications that are discussed in the meet-
ing, each study section member (not just those who
were assigned as reviewers) designates an impact
score, based on their own critique of the applica-
tion and the committee’s discussion. Individual
impact scores from al committee members are
averaged, and the mean is then multiplied by 10 to
arrive at afinal score. Thus, final impact scores for
applications that are discussed can range from 10
(the best possible score) to 90 (the lowest possible
score). Final scores tend to cluster in the 10 to 50
range, however, inasmuch as the least meritorious
applications were previously screened out and not
scored by the full study section. Among all scored
applications, only those with the best priority
scores actually obtain funding. Cut-off scores for
funding vary from agency to agency and year to
year, but a score of 20 or lower may be needed to
secure funding.

Within a few days after the study section meet-
ing, applicants are able to learn their priority score
and percentile ranking online via the NIH eRA
Commons (https://commons.era. nih.gov/commons).
Within about 30 days, applicants can access a
summary of the study section’s evaluation. These
summary sheets include critiques written by the
assigned reviewers, a summary of the study sec-
tion’s discussion, study section recommendations,
and administrative notes of special consideration
(e.g., human subjectsissues). All applicants receive
a summary sheet, even if their applications were
unscored. (Applicants of unscored applications
also learn how the assigned reviewers scored the
five core criteria).
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:) T 1P 2 Unless an unfunded proposal is crificized in some fun-
damental way (e.g., the problem area was not judged fo be signifi-
cant), applications often should be resubmitted, with revisions that
reflect the concerns of the peer reviewers. When a proposal is resub-
mitted, the next review panel members are given a copy of the origi-
nal application and the summary sheet so that they can evaluate the
degree to which initial reviewers’ concerns have been addressed.
Applications can be resubmitted up to two times.

TIPS ON PROPOSAL
DEVELOPMENT

Although it is impossible to tell you exactly what
steps to follow to produce a successful proposal,
we conclude this chapter with some advice that
might help to improve the process and the product.
Many of these tips are especially relevant for those
preparing proposalsfor funding. Further suggestions
for writing effective grant applications may be found
in Beitz and Bliss (2005), Grey (2000), Lusk (2004),
and Inouye and Fiellin (2005).

Things to Do before Writing Begins

Advance planning is essentia to the development
of a successful proposal. This section offers sug-
gestions for things you can do to prepare for the
actual writing.

Start Early
Writing a proposal, and attending to al of the
details of aformal submission process, istime con-
suming and almost always takes longer than origi-
nally envisioned. Be sure to build in enough time
that the product can be reviewed and re-reviewed
by members of the team (including any faculty
mentors) and by willing colleagues. Make sure there
is adequate time for administrative issues such as
securing permissions and getting budgets approved.
Having a proposal timeline is a good way to
impose discipline on the proposal development
process. Figure 29.1 presents one example, but the
list of tasksis merely suggestive. Ask an experienced
person to review your timeline, and try to adhereto
the timeline once you start.
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Task

Timeline (Months Before Submission)

12+ [12 J11J10]9]8[7]6]5]4]3]2]1

Identify/conceptualize the problem

Undertake a literature review X
Identify and approach possible data collection sites X
Initiate descriptive or pilot work X
Analyze pilot data, assess feasibility XXXXX

funded grants

Develop a “brief,” outlining significance & preliminary XX
thoughts about overall study design

Identify methodologic and content experts; solicit input XXX

and possible collaboration

Begin building a team of co-investigators and consultants XXXX
Identify contact funder/program officer (as needed) XX
Obtain all application forms and instructions XX
Review funding agencies’ priorities; review recently XXX

Develop research plan, identify instruments, etc.; consult
with statisticians, psychometricians, etc., as needed

XXXXXXX

Collect site data for describing site, staff, clients

XXX

Obtain written letters of agreement and/or support from
data collection sites

XXX

Prepare an outline of the proposal; develop writing
assignments

XX

Write draft of proposal

XXXXXXX

Draft a budget

XX

Draft other ancillary components (bio sketches, etc.)

XX

Internal review by team members

XXX

Make revisions based on review

XXX

External review by colleagues/experts

XXX

Team review of comments, make final revisions

XXX

Write abstract/summary

XX

Finalize budget and other ancillary components

X

Prepare all final documents, get needed signatures

X

FIGURE 29.1 Example of agrant-writing timeline.

:) TIP: Itis advantageous to build pilot or preliminary work
into your proposal development timeline. As noted earlier, NIH review-
ers frequently crificize the absence of adequate pilot work. Incremen-
tal knowledge building is attractive to reviewers. When you apply for
funding, you are asking funders to make an investment in you; they
will have the sense of being offered a hetter investment opportunity if
some groundwork for a study has already been completed.

Select an Important Problem

A factor that is critical to the success of a proposal
isselecting aproblem that has clinical or theoretical
significance and that is viewed in a positive light by
reviewers. The proposal must make a persuasive
argument that the research could make a noteworthy

contribution to evidence on atopic that isimportant
and appesaling to those making recommendations.
Kuzel (2002), who shared some lessons about
securing funding for a qualitative study, noted that
researchers could profit by taking advantage of cer-
tain “hot topics’ that have the special attention of
the public and government officials. Proposals can
sometimes be cast in away that links them to topics
of national concern, and such alinkage can contribute
to afavorable review. Kuzel used as an example his
funded study of quality of care and medical errors
in primary care practices, with emphasis on patient
perspectives. The proposal was submitted at atime
when the U.S. government was putting resources
into research to enhance patient safety and noted



that “the reframing of ‘quality’ under the name of
‘patient safety’ has captured the stage and is likely
to have an enduring effect on what work receives
funding” (p. 141). Both qualitative and quantitative
researchers should be sensitive to political redlities.

Know Your Audience

Learn as much as possible about the audience for
your proposal. For dissertations, this means getting
to know your committee members and learning
about their expectations, interests, and schedules. If
you are writing a proposal for funding, you should
obtain information about the funding organization’'s
priorities. It is also wise to examine recently funded
projects. Funding agencies often publish the criteria
that reviewers use to make funding decisions—such
as the ones we described for NIH—and these crite-
ria should be studied carefully.

Grey (2000), in her tips on grantsmanship, urged
researchers to “talk it up” (p. 91), that is, to call
program staff in agencies and foundations, or to
send letters of inquiry about possible interest in a
project. Grey also noted the importance of listening
to what these people say and following their rec-
ommendations.

Another aspect to “knowing your audience” con-
cerns appreciating reviewers perspectives. Review-
ersfor funding agencies are busy professionals who
aretaking time away from their own work to consider
the merits of proposed new studies. They are likely
to be methodol ogically sophisticated and expertsin
their field—but they may have limited knowledge of
your own areaof research. It is, therefore, imperative
to help time-pressured reviewers to grasp the merits
of your proposed study, without relying on jargon
or specialized terminol ogy.

Review a Successful Proposal

Although there is no substitute for actually writing
a proposal as a learning experience, novice pro-
posal writers can profit by examining a successful
proposal. It is likely that some of your colleagues
or fellow students have written a proposal that has
been accepted (either by afunding sponsor or by a
dissertation committee), and many people are glad
to share their successful efforts with others. Also,
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proposals funded by the government are usualy in
the public domain—that is, you can ask for a copy
of funded proposals. To obtain a funded NIH pro-
ject, for example, you can contact the NIH Freedom
of Information Coordinator for the appropriate
institute.

Several journals have published entire proposals,
except for administrative and budgetary information.
An early example was a proposal for a study of
comprehensive discharge planning for the elderly
(Naylor, 1990). More recently, a proposa for a
quditative study of adolescent fathers was published,
together with reviewers comments (Dallas et al.,
2005a, 2005h).

:) T 1P : The accompanying Resource Manual includes the entire
successful grant application fo NINR by Deborah Dillon McDonald enti-
tled “Older adults response to healthcare practitioner pain communi-

cation,” together with reviewers’ comments and McDonald's response.

Create a Strong Research Team
For funded research, it isimportant to think strate-
gically in putting together a team because reviewers
often give considerable weight to researchers’ qual-
ifications. It is not enough to have a team of com-
petent people; it is necessary to have the right mix of
competence. Gaps and weaknesses can often be
compensated for by the judicious use of consultants.
Another shortcoming of some project teams is
that there are too many researchers with small time
commitments. It is unwise to propose a staff with
five or more top-level professionalswho are able to
contribute only 5% to 10% of their time to the pro-
ject. Such projects often run into management prob-
lems because no one is in control of the workflow.
Although collaborative work is commendable, you
should be ableto judtify theinclusion of every person.

Things to Do as You Write

If you have planned well and drafted a realistic
schedule, the next step is to move forward with the
development of the proposal. Some suggestions for
the writing stage follow.
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Build a Persuasive Case

In aproposal, whether or not funding is sought, you
need to persuade reviewers that you are asking the
right questions, that you are the right person to ask
those questions, and that you will get valid and
credible answers. You must also convince them that
the answers will make a difference to nursing and
its clients.

Beginning proposal writers sometimes forget that
they are selling aproduct: themselves and their ideas.
It is appropriate, therefore, to think of the proposal
as a marketing opportunity. It is not enough to have
a good idea and sound methods—you must have a
persuasive presentation. When funding is at stake,
the challenge is greater because everyone is trying
to persuade reviewers that their proposal is more
meritorious than yours.

Reviewers know that most applications they
review will not get funded. For example, in fiscal
year 2009, fewer than one out of five RO1 applica-
tions got NIH support. The reviewers job is to
identify the most scientifically worthy applications.
In writing the proposal, you must consciously
include features that will put your application in a
positive light. That is, you should think of ways to
gain a competitive edge. Be sure to give thought to
issues persistently identified as problematic by
reviewers (Inouye & Fiellin, 2005), and use awell-
conceived checklist to ensure that you have not
missed an opportunity to strengthen your study design
and your proposal.

The proposa should be written in a positive,
confident tone. If you do not sound convinced that
the proposed study isimportant and will berigoroudy
done, then reviewerswill not be persuaded either. It
is unwise to promise what cannot be achieved, but
you should think about ways to put the proposed
project in a positive light.

Justify Methodologic Decisions

Many proposalsfail because they do not instill con-
fidence that key decisions have a good rationale.
Methodologic decisions should be made carefully,
keeping in mind the benefits and drawbacks of
aternatives, and acompelling—if brief—justification
should be provided. To the extent possible, make
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your decisions evidence-based and defend the pro-
posed methods with citations demonstrating their
utility. Insufficient detail and scanty explanation of
methodol ogic choices can be perilous, athough page
constraints often make full elaboration impossible.

Begin and End with a Flourish

The abstract or summary to the proposal should be
crafted with extreme care. Because it is one of the
first things that reviewers read, you need to be sure
that it will create afavorable impression. (For NIH
applications, nonassigned reviewers may read only
the summary and not the entire application). The
ideal abstract is one that generates excitement and
inspires confidence in the proposed study’s rigor.
Although abstracts appear at the beginning of a
proposal, they are often written last.

Proposals typically conclude with material that
is somewhat unexciting, such as a data analysis
plan. A brief, upbeat concluding paragraph that
summarizes the significance and innovativeness of
the proposed project can help to remind reviewers
of its potential to contribute to nursing practice and
nursing science.

Adhere to Instructions

Funding agencies (and universities) provide instruc-
tions on what is required in a research proposal. It
iscrucial to read these instructions carefully and to
follow them precisely. Proposals are sometimes
rejected without review if they do not adhere to such
guidelines as minimum font size or page limitations.

Pay Attention to Presentation

Reviewers are put in a better frame of mind if the
proposals they are reading are attractive, well orga-
nized, grammatical, and easy to read. Glitzy figures
are not needed, but the presentation should be pro-
fessional and show respect for weary reviewers. In
Inouye and Fiellin’s (2005) study, 20% of the grant
applications were criticized for such presentation
issues as typographical or grammatical errors, poor
layout, inconsistencies, and omitted tables.

Have the Proposal Critiqued

Before forma submission of a proposal, a draft
should be reviewed by others. Reviewers should be
selected for both substantive and methodologic



expertise. If the proposal is being submitted for
funding, one reviewer ideally would have first-hand
knowledge of the funding source. If a consultant
has been proposed because of specialized expertise
that you believe will strengthen the study, he or she
should be asked to participate by reviewing the draft
and making recommendations for itsimprovement.

In universities, mock review panels are often held
before submitting a proposal to a funding agency.
Faculty and students are invited to these mock
reviews and provide valuable feedback for enhanc-
ing aproposal .

00000000000000000
RESEARCH EXAMPLES

NIH makes available the abstracts of all funded
projects through its Research Portfolio Online
Reporting Tools (RePORT). Abstracts can be
searched by subject, researcher, study section, type
of funding mechanism, year of support, and so on.
Abstracts for two projects funded through NINR
are presented here.

Example of a Funded Quantitative (R01)
Project

Elizabeth Schlenk of the University of Pittsburgh pre-
pared the following abstract for a project entitled
“Promoting Physical Activity in Older Adults with
Comorbidity.” The application was reviewed by the
Adults and Older Adults Study Section (NSAA), and
received NINR funding in March 2010. The project is
scheduled for completion in January 2014.

Project Summary: Over 9 million Americans have
symptomatic osteoarthritis (OA) of the knee, achronic
disease associated with frequent joint pain, functional
limitations, and quadriceps weakness that intrude on
everyday life. At least half of those with OA of the
knee are diagnosed with hypertension or high blood
pressure (HBP), one of the most prevalent risk factors
for cardiovascular disease. Many other individuals
with OA of the knee unknowingly have HBP and
remain untreated. Our own work and that of others
suggest that persons with OA of the knee experience
reductions in BP when they participate in a regular
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regimen of physical activity. Even small decreasesin
systolic and diastolic BP found with physical activity
are clinically significant, e.g., a 2 mm Hg decrease
reduces the risk of stroke by 14%-17%, and the risk
of coronary heart disease is reduced by 6%-9%. Yet,
only 15% of persons with OA and 47% with HBP
engage in regular physical activity. The purpose of
this study isto investigate how the individually deliv-
ered, home-based, 6-month modified Staying Active
with Arthritis (STAR) intervention, guided by self-
efficacy theory and modified to address comorbid
HBP, affects lower extremity exercise (flexibility,
strengthening, and balance), fitnesswalking, functional
status, BPR, quadriceps strength, pain, and health-related
quality of life (HRQoL) in a convenience sample of
224 adults age 50 years or older with OA of the knee
and HBP. Using a randomized controlled, 2-group
design, we (1) hypothesize that at the end of the 6-
month intervention period and 6 months after the
intervention period ends, those who receive the mod-
ified STAR intervention will be morelikely to perform
lower extremity exercise, participatein fitnesswalking,
show improvementsin objective functional status, and
demonstrate reductions in BP than those who receive
attention-control. Secondarily, we will (2) evaluate the
impact of the modified STAR intervention, compared
to attention-control, on subjective functiona status,
quadriceps strength, pain, and HRQoL at both time
points; (3) explore the impact of the modified STAR
intervention, compared to attention-control, on self-
efficacy and outcome expectancy at both time points;
(4) explore the relationship between self-efficacy and
outcome expectancy; and (5) explore the extent to
which self-efficacy and outcome expectancy mediate
the relationship between the modified STAR interven-
tion and performance of lower extremity exercise and
participation in fitness walking. Datawill be analyzed
using repeated measures modeling. PUBLIC HEALTH
REL EVANCE: The proposed study isrelevant to pub-
lic health because it examines the modified Staying
Active with Arthritis (STAR) program to improve leg
exercise, fitnesswalking, and clinical outcomes (func-
tion, blood pressure, leg strength, pain, and hedlth-related
quality of life) in older Americanswith osteoarthritis of
the knee and high blood pressure. The modified STAR
program addresses the barriers to physical activity
from osteoarthritis of the knee as well as high blood
pressure—related physical activity concerns. The mod-
ified STAR program has the potential to reduce the
risk of heart disease in the 5 million older adults who
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have both osteoarthritis of the knee and high blood
pressure and who do not engage in the recommended
amount of physical activity.

Example of a Funded Qualitative
Training (F31) Project

Maureen Metzger, a doctoral student at the University
of Rochester, submitted a successful application for a
NRSA predoctoral (F31) fellowship. The project was
funded by NINR in March 2010 and is scheduled to end
in March 2012. She prepared the following abstract for a
descriptive qualitative study, which was titled “Patients
Perceptions of the Role of Palliative Care in Late-Stage
Heart Failure’:

Project Summary: Cardiovascular (CV) disease is the
leading cause of death in the US, with heart failure
(HF) accounting for the majority of deaths from CV
disease. Heart failure, which affects more than 5 mil-
lion peopleinthe US, isalife-limiting condition asso-
ciated with markedly decreased function and quaity of
life and high mortality rates. The National Institutes
of Health have indicated that a more thorough under-
standing of the experiences of people confronting
life-limiting conditions, including those with non-
cancer diagnoses, iswarranted. Thereis consensus that
communication with healthcare providers, specifically
about prognosis and treatment decisions, is not well
managed in late-stage HF, and this is associated with
adverse consequences. Many clinicians and researchers
have recently been advocating for an increased role of
palliative care (PC) consultation in HF and there has
been a subsequent trend toward increased referrals to
PC servicesfor patientswith HF, for goals of caredis-
cussions. Despite this trend, the perspectives of HF
patients and their family members of PC remain
unknown. We do not know what patients and families
expect from PC consultations, what their experience
of these consultations is, and their perceptions of
whether and how PC goals of care discussions affect
their treatment planning and decision-making. The
proposed qualitative descriptive study will describe
the perspectives of 25 HF patient-family member
dyads. The specific aims include: 1) To describe the
experience of patients with later stage HF and their
family members referred to an acute care based PC
consultation service for goals of care; and 2) To artic-
ulate patients' and family members’ perceptions of
the role of PC in the care of the patient’s disease.
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Increasing our understanding of the experiences of HF
patients and their family members referred for PC con-
sultations would add substantively to the existing body
of knowledge in PC and inform the development of
futureinterventions. PUBLIC HEALTH RELEVANCE:
Heart failure is a life-limiting and debilitating condi-
tion affecting alarge number of peoplein thiscountry.
In an attempt to improve the care of patients with
later-stage HF, clinicians have been calling for an
expanded role of PC in HF. However, in order to
design and implement interventions that will appro-
priately serve patients with HF and the people who
love them, we need a better understanding of the
experience of HF patients and their family members
referred for PC consultations.

SUMMARY POINTS

A resear ch proposal isawritten document spec-
ifying what aresearcher intendsto study; proposals
are written by students seeking approval for dis-
sertations and theses and by researchers seeking
financial or institutional support. The set of skills
associated with devel oping proposals that can be
funded isreferred to as grantsmanship.

e Preparing proposalsfor qualitative studiesis espe-
cialy chalenging because methodologic decisions
are made in the field; qualitative proposals need
to persuade reviewers that the proposed study is
important and a good risk.

e Students preparing a proposal for a dissertation
or thesis need to work closely with a well-
chosen committee and adviser. Dissertation
proposals are often “mini-dissertations’ that
include sections that can be incorporated into
the dissertation.

e The federal government is the largest source of

research fundsfor health researchersin the United

States. In addition to regular grant programs

through Parent Announcements, federal agencies

such as the National Institutes of Health (NIH)
announce special opportunities in the form of

Program Announcements (PAs) and Requests

for Applications (RFAS) for grantsand Requests

for Proposals (RFPs) for contracts.



Nurses can apply for a variety of grants from
NIH, the most common being Research Proj ect
Grants(R01 grants), AREA Grants(R15), Small
Grants (R03), or Exploratory/Developmental
Grants (R21). NIH also awards training fellow-
ships through the National Research Service
Award (NRSA) program as F-series awards and
Career Development Awards (K -series awvards).
Grant applications to NIH are submitted online
using the SF424, which has a series of special
forms (fillable screens) that require uploaded PDF
attachments.

The heart of an NIH grant application is the
research plan component, which includes two
major sections. Specific Aims and Research
Strategy. The latter, which isrestricted to 12 pages
for RO1 applications and 6 pages for training fel-
lowships, includes subsections called Significance,
Innovation, and Approach.

NIH grant applications also require a budget,
which can be an abbreviated modular budget if
requested funds for RO1 grants do not exceed
$250,000 in direct costs per year.

Grant applications to NIH are reviewed three
times a year in a dua review process. The first
phase involves a review by a peer review panel
(or study section) that evaluates each proposal’s
scientific merit; the second phase is areview by
an Advisory Council.

In NIH's review procedure, the study section
assigns priority (impact) scores only to applica-
tionsjudged to bein the top half of proposals based
on a preliminary appraisal by assigned reviewers.
A score of 10 is the most meritorious ranking, and
ascore of 90 isthe lowest possible score.

All applicants for NIH grants are sent a summary
statement, which offers a critique of the proposal.
Applicants of scored proposals also receive
information on the priority score and percentile
ranking.
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e Some suggestions for writing a strong proposal
include several for the planning stage (e.g., start-
ing early, selecting an important topic, learning
about the audience, reviewing a successful pro-
posal, and creating a strong team) and several for
the writing stage (building a persuasive case,
justifying methodologic decisions, beginning and
ending with a flourish, adhering to proposa
instructions, and having the draft proposa cri-
tiqued by reviewers).

STUDY ACTIVITIES

Chapter 29 of the Resource Manual for Nursing
Research: Generating and Assessing Evidence for
Nursing Practice, Sth ed., offers various exercises
and study suggestions for reinforcing the concepts
taught in this chapter. In addition, the following
study questions can be addressed:

1. Suppose that you were planning to study the
self-care behaviors of aging AIDS patients.

a. Outline the methods you would recommend
adopting.
b. Develop aproject timeline.

2. Suppose you were interested in studying sepa-
ration anxiety in hospitalized children. Using
references cited in this chapter, identify poten-
tial funding sources for your project.

STUDIES CITED IN
CHAPTER 29

All referencescited in this chapter can befoundin
a separate section at the end of the book.



